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Abstract. In this paper we are dealing with c-holomorphic func-
tions defined on algebraic sets and having algebraic graphs. We
prove a Liouville-type lemma which allows us to extend Strze-
boński’s results to these functions. Moreover, using a result of
Tworzewski and Winiarski we provide a bound for the growth ex-
ponent in terms of the degrees of the sets involved. We prove also
that algebricity of the graph is equivalent to the function being
the restriction of a rational function (a Serre-type theorem). Then
we turn to considering proper c-holomorphic mappings with alge-
braic graphs and we prove a Bezout-type theorem together with
effective Nullstellensätze in the spirit of P loski and Tworzewski.
Finally, following P loski, we show that the  Lojasiewicz exponent
at infinity of such a mapping is attained and rational. This com-
pletes in some sense our work concerning the local  Lojasiewicz
exponent of c-holomorphic mappings.

1. Introduction

For the convenience of the reader we recall the definition of a c-holomorphic
mapping. Let A ⊂ Ω be an analytic subset of an open set Ω ⊂ Cm.

Definition 1.1. ([ L], [Wh]) A mapping f : A → Cn is called c-holomorphic if
it is continuous and the restriction of f to the subset of regular points RegA is
holomorphic. We denote by Oc(A, Cn) the ring of c-holomorphic mappings, and
by Oc(A) the ring of c-holomorphic functions.
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It is a way (due to R. Remmert) of generalizing the notion of holomorphic
mapping onto sets having singularities and a more convenient one than the usual
notion of weakly holomorphic functions (i.e. functions defined and holomorphic
on RegA and locally bounded on A). The following theorem is fundamental for
all what we shall do (cf. [Wh] 4.5Q):

Theorem 1.2. A mapping f : A → Cn is c-holomorphic iff it is continuous and
its graph Γf := {(x, f(x)) | x ∈ A} is an analytic subset of Ω× Cn.

For a more detailed list of basic properties of c-holomorphic mappings see [Wh],
[D1].

2. C-holomorphic functions with algebraic graphs

Let | · | denote any of the usual norms on Cm (we shall not distinguish in
notation the norms for different m as long as there is no real need for such a
dinstinction). We begin with the following Liouville-type lemma concerning c-
holomorphic mappings whose graphs are algebraic sets (it is a consequence of the
Rudin-Sadullaev criterion):

Lemma 2.1. Let A ⊂ Cm be a purely k-dimensional analytic set and let f ∈
Oc(A, Cn). Then Γf is algebraic if and only if A is algebraic and there are
constants M, s > 0 such that

|f(x)| ≤ M(1 + |x|s), for x ∈ A.

Proof. For the ‘only if’ part remark that by Chevalley’s theorem A is algebraic
as the proper projection of the graph. Besides, by [ L] VII.7.2 we get immediately

Γf ⊂ {(z, w) ∈ Cm × Cn | |w| ≤ M(1 + |z|s)}
for some M, s > 0.

For simplicity sake we assume now that the considered norms are the `1 norms
i.e. sum of moduli of the coordinates.

To prove the ‘if’ part we apply [ L] VII.7.4 to A:

A ⊂ {(u, v) ∈ Ck × Cm−k | |v| ≤ M ′(1 + |u|)}
(in well-chosen coordinates) for some M ′ > 0. Take now (u, v, w) ∈ Γf , we have
then |f(u, v)| ≤ M(1 + |(u, v)|s) = M [1 + (|u|+ |v|)s] and we compute:

|f(u, v)|+ |v| ≤ M [1 + (|u|+ |v|)s] + M ′(1 + |u|) ≤
≤ M{1 + [|u|+ M ′(1 + |u|)]s}+ M ′(1 + |u|) ≤
≤ M + M(M ′ + 1)s(1 + |u|)s + M ′(1 + |u|) ≤

≤ C + C(1 + |u|)s′ + C(1 + |u|)s′ ≤

≤ 3C(1 + |u|)s′ ,

for s′ := max{1, s} and C := max{M,M(M ′ + 1)s,M ′}. Now Rudin-Sadullaev
criterion yields Γf algebraic. �

Remark 2.2. The condition ‘A is algebraic’ in the equivalence is not redundant
since any polynomial restricted to e.g. A = {y = ex} satisfies the inequality but
has a non algebraic graph (otherwise A would be algebraic too).

Note also that |f(x)| ≤ M(1 + |x|s) on A iff |f(x)| ≤ M(1 + |x|)s on A.
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Hereafter we are interested in particular in c-holomorphic functions with al-
gebraic graphs. For simplicity sake we will denote their ring by Oa

c (A) when
A ⊂ Cm is a fixed algebraic set. As a matter of fact, we will assume most of
the time that A ⊂ Cm is a pure k-dimensional algebraic set of degree d := degA
(meaning the degree of the projective completion of A). Obviously, we shall
assume also k ≥ 1 unless something else is stated.

In connection with Strzeboński’s paper [S], for any f ∈ Oa
c (A) with any alger-

baic set A, we introduce its growth exponent

B(f) := inf{s ≥ 0 | |f(x)| ≤ C(1 + |x|)s, on A with some constant C > 0}
and the set of all possible growth exponents on A:

BA := {B(f) | f ∈ Oc(A) : Γf is algebraic}.
Observe that there is in fact

B(f) = inf{s ≥ 0 | |f(x)| ≤ const · |x|s, x ∈ A : |x| ≥ M with some M ≥ 1}.
The growth exponent replaces in the c-holomorphic setting the notion of the
degree of a polynomial (if A = Cm, then obviously Oa

c (A) = C[x1, . . . , xm] and so
B = deg).

Recall the following important lemma from [S]:

Lemma 2.3 ([S] lemma 2.3). Let P (x, t) = td +a1(x)td−1 + . . .+ad(x) be a poly-
nomial with aj ∈ C[x1, . . . , xk]. Then δ(P ) := maxd

j=1(degaj/j) is the minimal
exponent s > 0 for which the inclusion

P−1(0) ⊂ {(x, t) ∈ Ck × C | |t| ≤ C(1 + |x|)s}
holds with some C > 0.

Note that in view of our preceding observation it is merely an avatar of the
following P loski’s crucial lemma:

Lemma 2.4 ([P] lemma (2.1)). If P (x, t) is as above, then δ(P ) is the minimal
exponent q > 0 such that

{(x, t) ∈ Ck × C | P (x, t) = 0, |x| ≥ R} ⊂ {(x, t) ∈ Ck × C | |t| ≤ C|x|q}
for some R,C > 0.

From 2.3 we easily obtain the c-holomorphic counterpart of Strzeboński’s result
by taking the image Γ of the graph Γf by the projection π× idC, where π : Cm →
Ck is a projection realizing degA. Then one can apply lemma 2.3 to Γ. It remains
to observe that B(f) = δ(P ), where P is the minimal polynomial describing Γ.

Theorem 2.5. For any algebraic set A and any f ∈ Oa
c (A), the number B(f) is

rational and is a growth exponent of f . Moreover, one has

Z+ ⊂ BA ⊂ {p/q | p, q ∈ N : 1 ≤ q ≤ d, p, q relatively prime},
where d is the maximum of degrees of all the irreducible components of A.

P. Tworzewski conjectures that in this case the second inclusion is in fact an
equality (when A is irreducible).

In the second part of this paper we shall need some more information about
B(f). It is easy to see from the definition that for any h1, h2 ∈ Oa

c (A) there
is B(h1h2) ≤ B(h1) + B(h2) and B(h1 + h2) ≤ max{B(h1),B(h2)}. But what
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will turn out to be most important is that for any positive integer n there is
B(fn) = nB(f).

Using the results of [TW1] we are able to give an estimate of B(f). Indeed,
by applying [TW1] theorem 3 we get in lemma 2.3 above the estimate δ(P ) ≤
degP−1(0)− d + 1. It remains to specify what actually degP−1(0) and d are. We
shall need a proposition which is interesting in itself and is a simple consequence
of the following general one which is also of interest:

Proposition 2.6. Let f : (A, 0) → (Ck
w, 0) be a non-constant c-holomorphic germ

on a pure k-dimensional analytic germ A ⊂ Cm. Then we can choose coordinates
in Cm

z = Ck
x × Cm−k

y in such a way that for the projections π(x, y) = x, η :=
(π × idCk

w
), p(x, y, w) = w, %(x,w) = w, ζ(x,w) = x and the set Γ := η(Γf ), we

have
(i) π−1(0) ∩ C0(A) = {0}, i.e. µ0(π|A) = deg0A;
(ii) µ0(p|Γf

) = µ0(%|Γ), i.e. m0(f) = µ0(%|Γ) and so µ0(η|Γf
) = 1;

(iii) µ0(ζ|Γ) = deg0A,
and this holds true for the generic choice of coordinates.

Here µ0(π|A) denotes the covering number of the branched covering π|A with
0 as the unique point in the fibre π−1(0) (see [Ch]).

So as to prove this proposition we begin with a most easy lemma:

Lemma 2.7. If E ⊂ Cm is such that #E = µ > 0 and k ≤ m, then for the
generic epimorphism L ∈ L(Cm, Ck) one has #L(E) = µ.

Proof. It suffices to prove the assertion for k = m − 1. The set {` ∈ G1(Cm) |
∃x, y ∈ E : x 6= y, x ∈ ` + y} is finite. Thus for the generic ` ∈ G1(Cm) the set⋃

x∈E x + ` consists of µ distinct lines. The orthogonal projection π` along ` is
hence the sought after epimorphism. �

Proof of proposition 2.6. We know that for the generic projection π we have
π−1(0) ∩ C0(A) = {0} (cf. [Ch]). Let us take such a projection which in ad-
dition ‘separates’ the points in the maximal fibre of f , i.e. for w such that
f−1(w) consists of m0(f) points, π(f−1(w)) consists also of m0(f) points (cf. the
previous lemma). That means π|f−1(w) is an injection.

Observe that p = % ◦ η and p|Γf
, η|Γf

, %|Γ are proper. Moreover m0(f) =
µ0(p|Γf

). Now it remains to observe that

%−1(w) ∩ Γ = π(f−1(w))× {w}
and so by the choice of π we have µ0(%|Γ) = m0(f). Thence µ0(η|Γf

) = 1, which
means that η : Γf → Γ is one-to-one. Indeed, if (x0, w0) ∈ Ck × Ck is fixed,

#η−1(x0, w0) ∩ Γf = #{y ∈ Cm−k | (x0, y) ∈ A, f(x0, y) = w0} =

= #{z ∈ f−1(w0) | π(z) = x0} =

= #f−1(w0) ∩ π−1(x0).

The latter is equal to one iff f |π−1(x0)∩A is injective which is equivalent to π|f−1(w0)

being an injection. That we know to be true. Thus, in particular, for any
x, w ∈ Ck there exists exactly one y ∈ Cm−k such that f(x, y) = w.

Therefore µ0(ζ|Γ) = deg0A =: d. Indeed, if we take x0 ∈ Ck near zero such
that #π−1(x0) ∩ A = d, then obviously #f(π−1(x0) ∩ A) ≤ d. On the other



5

hand if there were y 6= y′ such that f(x0, y) = f(x0, y
′) =: w0, then the set

η−1(x0, w0) ∩ Γf would include the two points (x0, y, w0) 6= (x0, y
′, w0) and this

would hold true for x0 arbitrarily close to zero. This would contradict µ0(η|Γf
) =

1. �

Note. It may be useful, in reference to [D1], to observe that in the situation
from the proposition above it is easy to check that the  Lojasiewicz exponent
L(f ; 0) = 1/q0(Γ, %) (with the notations from theorem (2.6) in [D1]).

Proposition 2.8. Let A ⊂ Cm be an algebraic irreducible set of dimension k and
let f ∈ Oa

c (A). If f is non-constant, then for the generic choice of coordinates
in Cm

z = Ck
x ×Cm−k

y the projection π(x, y) = x restricted to A realizes degA and
f |π−1(x)∩A is injective for the generic x.

Proof. If k = 0,m, there is nothing to do (if k = m, then π = idCm and by Serre’s
Theorem f is a polynomial). Suppose 0 < k < m and assume without loss of
generality that 0 ∈ A and f(0) = 0. By the identity principle f−1(0) has pure
dimension k−1 (see [D2]) and clearly is an algebraic set. For the generic choice of
coordinates the c-holomorphic mapping g(z) := (f(z), z1, . . . , zk−1) has isolated
fibres. By a similar argument to the one used in the proof of proposition 2.6, for
the generic projection π : Cm → Ck onto the first k coordinates realizing degA,
the restriction g|π−1(π(z))∩A is injective for the generic z.

Choose now coordinates so that g(z) and π(z) = (z1, . . . , zk) satisfy the condi-
tions mentioned above. If z, z′ ∈ A are such that π(z) = π(z′) and f(z) = f(z′),
then by construction g(z) = g(z′) and so z = z′. �

Theorem 2.9. Let f ∈ Oa
c (A) with A ⊂ Cm of dimension k ≥ 0. Then

B(f) ≤ degΓf − degA + 1.

Proof. If f is constant or k = 0, then B(f) = 0 and the estimate holds. We may
assume thus f non-constant and k > 0.

Suppose first that A is irreducible.
Let π : Cm → Ck be a projection realizing the degree degA and let Γ :=

(π × idC)(Γf ). The latter is clearly an algebraic set due to Remmert-Chevalley
Theorem. A straightforward application of the main result of [TW1] gives now
B(f) ≤ degΓ − d + 1, where d is the covering number of the branched covering
ζ : Ck × C → Ck on Γ.

It is easy to see that degΓ ≤ degΓf . Indeed, if ` ⊂ Ck+1 is an affine complex
line such that degΓ = #(` ∩ Γ), then the set L := {z ∈ Cm | (π × idC)(z) ∈ `}
is an affine space of dimension m + 1 − k intersecting Γf in a zero-dimensional
set. This follows from the properness of π × idC on Γf . Therefore, we have
#(L ∩ Γf ) ≤ degΓf (cf. [ L] VII.11). Clearly #(` ∩ Γ) ≤ #(L ∩ Γf ).

The point is how to choose π so as to have d = degA. We are able to do this
thanks to proposition 2.8 asserting that for the generic π we have #f(π−1(x) ∩
A) = degA for the generic x ∈ Ck.

Now, if A is reducible, then we apply the preceding argument to each irre-
ducible component S ⊂ A and f |S getting

B(f |S) ≤ degΓf |S − degS + 1.

Observe that B(f) = max{B(f |S) | S ⊂ A an irreducible component} (cf. [S])
and degΓf =

∑
S degΓf |S , since Γf |S is irreducible iff S ⊂ A is irreducible (thus
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Γf |S are the irreducible components of the graph). Therefore

B(f) ≤ max
S⊂A

(degΓf |S − degS) + 1,

but since for each irreducible component S′ there is

degΓf |S′ − degS′ ≤
∑
S⊂A

(degΓf |S − degS),

we finally obtain the required inequality. �

Example 2.10. Let A be the algebraic curve {(x, y) ∈ C2 | x3 = y2} and consider
the c-holomorphic function

f(x, y) =

{y

x
, for (x, y) ∈ A \ (0, 0)

0, for x = y = 0

It is easy to see (cf. lemma 2.1) that Γf is algebraic and B(f) = 1/2. Actually
the algebricity of Γf is not really surprising because f is the restriction to RegA
of a rational function. We will show that in fact the algebricity of the graph is
equivalent in this case to the fact that the function has a rational ‘extension’.

3. Universal denominators and Algebraic Graph Theorem

Using Oka’s theorem about universal denominators (cf. [TsY] and [Wh]) one
can show that any c-holomorphic function admits locally a universal denominator.
We will detail this a little more in the proof of the following theorem. For the
convienience of the reader let us start with one useful construction of a universal
denominator.

Proposition 3.1. Let A ⊂ U ×Ct×Cm−k
y be a pure k-dimensional analytic set,

where U ⊂ Ck
x is open and connected, such that 0 ∈ A and the natural projection

π(x, t, y) = x is proper on A and realizing deg0A =: d. Then after a change of
coordinates in C × Cm−k there exists a monic polynomial P ∈ O(U)[t] of degree
d such that Q(x, t, y) := ∂P

∂t (x, t) is a universal denominator at each point a ∈ A.

Proof. Let ρ(x, t, y) = (x, t) and ξ(x, t) = x be the natural projections. For any
point x ∈ U not critical for π|A we have exactly d distinct points (t1, y1), . . . , (td, yd)
over it in A. If we fix x, then taking if necessary a rotation in C×Cm−k, we may
assume that all the points t1, . . . , td are distinct. Thus ξ on ρ(A) has multiplicity
d as a branched covering. Note that by the Remmert theorem ρ(A) ⊂ U × C
is an analytic hypersurface. Thus there exist a reduced Weierstrass polynomial
P ∈ O[t] such that P−1(0) = ρ(A). Its degree is obviously d.

Now for fixed x in a simply connected neighbourhood V not intersecting the
critical set of P we have (t1(x), y1(x)), . . . , (td(x), yd(x)), exactly d distinct points.
Put

h(x, t) :=
d∑

j=1

f(x, tj(x), yj(x))
∏
ι 6=j

(t− tι(x)), (x, t) ∈ V × C.

Observe that h(x, tj(x)) = f(x, tj(x), yj(x))Q(x, tj(x)). Clearly the function
h(x, t) is locally holomorphic apart from the critical set of f (because the func-
tions tj(x) and yj(x) are locally holomorphic) and locally bounded near the criti-
cal points of P , and so by the Riemann theorem we obtain a holomorphic function
h ∈ O(U × C× Cm−k) being an extension of Qf . �
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Theorem 3.2. Let A ⊂ Cm be a purely k-dimensional algebraic set and let
f ∈ Oc(A). Then Γf is algebraic if and only if there exists a rational function
R ∈ C(x1, . . . , xm) equal to f on A (in particular R|A is continuous). More
precisely, there exists a polynomial Q ∈ C[x1, . . . , xm] of degree < degA such that
f = P/Q on A for some polynomial P ∈ C[x1, . . . , xm].

Proof. If m = 1, then either A is the whole C, and then by the identity principle
Γf is algebraic if and only if f is a polynomial (cf. Serre’s theorem on the algebraic
graph), or A is a finite set and we apply a Lagrange interpolation. In both cases
Q ≡ 1. Hence we may confine us to the case m ≥ 2.

If k = 0, then #A < ∞. We follow lemma 2.7. The set

{` ∈ G1(Cm) | ∃x, y ∈ A, x 6= y : y ∈ x + `}

is finite (even algebraic). Take thus a line ` ∈ G1(Cm) such that for all x ∈ A,
(x + `) ∩ A = {x}. If we denote by π` the natural projection along ` onto its
orthogonal complement `⊥, then #π`(A) = #A. Continuing this procédé we find
a one-dimensional subspace L ⊂ Cm such that #π(A) = #A, where π is the
orthogonal projection onto L. Now the Lagrange interpolation for π(A) and the
values f(a), π(a) ∈ π(A) yields a polynomial P ∈ C[t]. Then P̃ (x) := P (π(x)) is
the polynomial interpolating f on A. The ‘only if’ part is clear.

Assume now that k ≥ 1. Since A is algebraic of pure dimension k, there
are coordinates in Cm such that the projection π onto the first k coordinates is
proper on A (so it is a branched covering) and it realizes degA. Now if we take
ρ(x1, . . . , xm) = (x1, . . . , xk+1), then we are able to apply proposition 3.1 getting
a polynomial (since by Chevalley’s theorem ρ(A) is an algebraic hypersurface) Q
being a local universal denominator for A. Since Cm is a domain of holomorphy,
Q is in fact a global universal denominator for A (actually this follows directly
from the proof of 3.1).

That means that there exists h ∈ O(Cm) such that

f =
h

Q
on RegA.

Note that for points a ∈ SngA, if we take any sequence RegA 3 aν → a, then
by continuity we obtain f(a)Q(a) = h(a). Therefore either a is a point in which
h/Q is well defined, or it is a point of indeterminacy of h/Q. In the latter case,
the function h/Q has a finite and well defined limit along A, namely f(a). Thus
h/Q is continous on A.

As a matter of fact h is not uniquely determined. The proof of our theorem
consists now in showing

(a) If h is a polynomial, then Γf is algebraic;
(b) If Γf is algebraic, then we may choose h ∈ C[x1, . . . , xm].

Ad (a): Let X := (A× C) ∩ {(x, t) ∈ Cm × C | h(x) = Q(x)t}. It is an algebraic
set of dimension at least k. Over points x ∈ A \Q−1(0) this is exactly the graph
of f . Thus for each such point x and the only one t for which (x, t) ∈ X, we have
dim(x,t)X = k. On the other hand, since Q does not vanish on any irreducible
component of A, the set A ∩ Q−1(0) has pure dimension k − 1 (see [D2]). For
each point x ∈ A ∩ Q−1(0) we have a whole line {x} × C ⊂ X. Thus the set X
has pure dimension k.
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Set Γ := Γf \ (Q−1(0) × C) = Γf \ [(A ∩Q−1(0)) × C]. Then we have Γ ⊂ X

and so for closures Γ ⊂ X = X. But by continuity Γ = Γf , and since Γf has pure
dimension k it must be the union of some irreducible components of X. Since X
is algebraic, so is Γf .
Ad (b): This follows from Serre’s algebraic graph theorem (for regular functions,
see [ L]). Indeed, fQ is a holomorphic function in Cm with algebraic graph over
the algebraic set A (to see this apply lemma 2.1; one can remark by the way that
B(fQ) ≤ B(f) + B(Q|A)). Thus it is on A a regular function which means that
it is in fact the restriction to A of a polynomial P . �

Remark 3.3. It is easy to check that in the theorem above we obtain

B(f) ≥ B(P |A)− B(Q|A).

4. Proper c-holomorphic mappings with algebraic graphs

C-holomorphic functions with algebraic graphs are a promising generalization
of polynomials onto algebraic sets. Most of the theorems known for instance for
polynomial dominating mappings should have their analogues for c-holomorphic
proper mappings with algebraic graphs. Note, however, that in this setting we
are naturally obliged to make do more with the geometric structure than the
algebraic one (that is a hindrance when trying to extend the results of [D2] to
the c-holomorphic algebraic case).

We consider now the following situation:
Let A ⊂ Cm be algebraic of pure dimension k > 0 and suppose f ∈ Oc(A, Ck) is
a proper mapping with algebraic graph. It is clear then that for each component
fj of f has an algebraic graph.

Since Γf is algebraic with proper projection onto Ck, then #f−1(w) is constant
for the generic w ∈ Ck. We call this number, denoted by d(f), the geometric
degree of f just as in the polynomial case. We call critical for f any point w ∈ Ck

for which #f−1(w) 6= d(f). In that case one has actually #f−1(w) < d(f) (cf.
e.g. [Ch], the projection onto Ck restricted to Γf is a d(f)-sheeted branched
covering). Obviously d(f) ≤ degΓf (cf. [ L]).

Similarly to the polynomial case, we have the following

Proposition 4.1. Let f : A → Ck be a c-holomorphic proper mapping with alge-
braic graph. Then

d(f) ≤ degA

k∏
j=1

B(fj).

Before we begin the proof recall (see [ L] VII.§7 and [Ch]) that if Γ ⊂ Cn is
algebraic of pure dimension k, then degΓ = #(L ∩ Γ) for any L ⊂ Cn affine
subspace of dimension n− k transversal to A and such that L∞ ∩ Γ = ∅, where
Γ is the projective closure and L∞ denotes the points of L at infinity (i.e. the
intersection of L with the hyperplane at infinity in Pn). The point is that the
condition L∞ ∩ Γ = ∅ is equivalent to the inclusion

Γ ⊂ {u + v ∈ L′ + L | |v| ≤ const · (1 + |u|)}
where L′ is any k-dimensional affine subspace such that L′ + L = Cm. Moreover,
for any n − k-dimensional affine subspace L cutting A in a zero-dimensional set
(with no additional hypotheses) there is #(L ∩ Γ) ≤ degΓ.
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Proof of proposition 4.1. Let qj be any positive integers such that qjB(fj) ∈ N
for j = 1, . . . , k. Then set F := (f q1

1 , . . . , f qk
k ). We still have F ∈ Oa

c (A) and F is
proper with d(F ) = d(f)

∏
j qj . Besides, B(Fj) = qjB(fj).

The idea now is to follow the idea used in the proof of proposition (4.6) from
[D1] inspired by the methods of P loski and Tworzewski. To that aim consider
the algebraic set

Γ := {(z, w) ∈ A× Ck | wB(Fj)
j = Fj(z), j = 1, . . . , k}.

Clearly, for any a ∈ Γ, there is dimaΓ ≥ k and since Γ has proper projec-
tion p(z, w) = z onto A, the converse inequality holds too and so Γ is pure
k-dimensional.

Take now any affine subspace ` ⊂ Cm of dimension k such that #(`∩A) = degA
and

A ⊂ {x + y ∈ `⊥ + ` | |y| ≤ C(1 + |x|)},
where `⊥ is an orthogonal complementary to `, x + y = z and C > 0 a constant.
Then by construction L := `+Ck (seen in Cm+k) is transversal to Γ and we have
#(L ∩ Γ) = degA

∏
j B(Fj). We may assume that the norm in consideration is

the sum of moduli. Now observe that for (z, w) ∈ Γ,

|wj |B(Fj) = |Fj(z)| ≤ cj |z|B(Fj) when |z| ≥ Rj ,

for some cj , Rj > 0. Then |w| ≤ (maxj cj)|z| when |z| ≥ maxj Rj . Therefore,
there exists a constant K > 0 such that

Γ ⊂ {(x, y, w) ∈ `⊥ + ` + Ck | |y|+ |w| ≤ K(1 + |x|)}
and so degΓ = degA

∏
j B(Fj).

Finally, it suffices to remark that one has d(F ) ≤ degΓ since we have d(F ) =
#((Cm × {0}k) ∩ Γ). �

Example 4.2. Let A := {y2 = x3} ⊂ C2 and f(x, y) = y/x when x 6= 0,
f(0, 0) = 0. One has f ∈ Oa

c (A). Since f is injective, d(f) = 1. Clearly degA = 3
and it is easy to check that B(f) = 1/3. Thus d(f) = degA · B(f).

This example hints at a more general observation:

Proposition 4.3. Let Γ = γ(C) ⊂ Cm be an algebraic curve such that degΓ =
maxj degγj, where γ = (γ1, . . . , γm) : C → Cm is an injective polynomial mapping.
Let f ∈ Oa

c (Γ) be non-constant. Then

d(f) = degΓ · B(f)

Proof. The idea of the proof is similar to that of theorem (3.2) from [D1]. We
may assume that | · | is the maximum norm. Let d := degΓ and observe that since

lim
|t|→+∞

|γ(t)|
|t|d

= const. > 0,

the inequality |f(x)| ≤ const · |x|B(f) for x ∈ A with |x| � 1 is equivalent to

|f(γ(t))| ≤ const · |t|dB(f), |t| � 1.

Observe now that f ◦ γ is a polynomial by Serre’s Graph Theorem and so there
are two positive constants c1, c2 such that

c1|t|deg(f◦γ) ≤ |f(γ(t))| ≤ c2 · |t|deg(f◦γ), |t| � 1.
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But deg(f ◦ γ) = d(f) because γ being injective, we have #(f ◦ γ)−1(w) =
#f−1(w) for the generic w ∈ C. We can now find two positive constants c′1, c

′
2 so

that
lim

|t|→+∞
|t|dB(f)−d(f) ≥ c′1 and lim

|t|→+∞
|t|d(f)−dB(f) ≤ c′2.

Therefore d(f) = dB(f). �

In the sequel we shall use intensively the notion of characteristic polynomial
relative to f .

For any g ∈ Oa
c (A) let us introduce the characteristic polynomial of g relative

to f : for any w ∈ Ck not critical for f we put

Pg(w, t) :=
∏

x∈f−1(w)

(t− g(w)) = td(f) + a1(w)td(f)−1 + . . . + ad(f)(w)

extending the coefficients through the critical locus of f thanks to the Riemann
Extension Theorem (they are continuous; see below their form). Therefore Pg ∈
O(Ck)[t].

Proposition 4.4. In the introduced setting, Pg is a pure-bred polynomial, i.e.
Pg ∈ C[w1, . . . , wk, t].

Proof. This follows from the expressions for the coefficients:

aj(w) = (−1)j
∑

1≤ι1<...<ιj≤d(f)

g(x(ι1)) · . . . · g(x(ιj)),

where f−1(w) = {x(1), . . . , x(d(f))} consists of d(f) points.
Since g ∈ Oa

c (A), there is |g(x)| ≤ C1(1 + |x|r) for x ∈ A with some constants
C1, r > 0 (cf. lemma 2.1). By assumption, Γf has proper projection onto Ck and
so by [ L],

Γf ⊂ {(z, w) ∈ Cm × Ck | |z| ≤ C2(1 + |w|)s}

for some constants C2, s > 0. Therefore, for any x ∈ A, |x| ≤ C2(1 + |f(x)|)s.
We obtain thus

|g(x)| ≤ C1(1 + C2(1 + |f(x)|)rs) ≤ C12 max{1, C2}(1 + |f(x)|)rs.

That means in particular that for any w not critical for f and for all j,

|aj(w)| ≤ const · (1 + |w|)p,

since w = f(x(j)). Here p = max{1, rs}. By continuity this inequality can be
extended to the whole of Ck and so by Liouville’s Theorem aj ∈ C[w1, . . . , wk]
for all j. �

5. Nullstellensätze

We shall deal first with the 0-dimensional case, i.e. we assume that f =
(f1, . . . , fk) is a proper c-holomorphic mapping with algebraic graph over a set of
pure dimension k > 0 as in the preceding section. It is clear that it is surjective.
With all the notations introduced so far we have
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Theorem 5.1. Let g ∈ Oa
c (A) be such that g−1(0) ⊃ f−1(0). Then there are k

functions hj ∈ Oa
c (A) such that

gd(f) =
k∑

j=1

hjfj on the whole of A.

Proof. Let Pg be the characteristic polynomial of g relative to f . From the
definition we have clearly Pg(f(x), g(x)) = 0 for x ∈ A, which means

g(x)d(f) = −a1(f(x))g(x)d(f)−1 + . . .− ad(f)(f(x)).

Now, any aj ∈ C[w1, . . . , wk] and since g = 0 on f−1(0), it follows from the
expression of aj (see the proof of proposition 4.4) that aj(0) = 0 for any j.
Therefore aj(w) =

∑k
ι=1 aj,ι(w)wι with aj,ι ∈ C[w1, . . . , wk] and the assertion

follows. �

Remark 5.2. Example 3.3 from [D2] shows that the coefficients hj may well be
strictly c-holomorphic, i.e. having no holomorphic extension onto a neighbour-
hood of A in Cm (even locally).

We are able now to generalize this to the case of a set-theoretical complete
intersection in connection with [D2] and [PT]. Suppose that f : A → Cn is c-
holomorphic with algebraic graph, A has pure dimension k > 0 and f−1(0) is pure
(k−n)-dimensional. This means exactly that the intersection Γf ∩ (Cm×{0}k) is
proper (i.e. it is a set-theoretical complete intersection). In such a case we may
consider the algebraic effective cycle of zeroes of f :

Zf := Γf · (Ck × {0}k) =
r∑

j=1

i(Γf , Ck × {0}k; Vj)Vj ,

where f−1(0) =
⋃r

j=1 Vj is the decomposition into irreducible components and
i(Γf , Ck × {0}k; Vj) is the intersection multiplicity along Vj computed following
[Dr].

Since all Vj are algebraic we may define the degree of the cycle Zf to be the
number

degZf =
r∑

j=1

i(Γf , Ck × {0}k; Vj) · degVj .

Note that for k = n we clearly obtain degZf = d(f).

Theorem 5.3. In the introduced setting, for any g ∈ Oa
c (A) such that g−1(0) ⊃

f−1(0) there are n functions hj ∈ Oa
c (A) yielding

gdegZf =
n∑

j=1

hjfj on the whole of A.

Proof. The idea of the proof is similar to that of [PT] and [D2].
We start with choosing coordinates in Cm in such a way that {0}k−n×Cm−(k−n)

intersects Zf properly with multiplicity degZf , i.e. all the components Vj ⊂
f−1(0) project properly onto the first k − n coordinates with multiplicity degVj .
Then the mapping

ϕ : A 3 x → (f(x), x1, . . . , xk−n) ∈ Ck
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is c-holomorphic with algebraic graph and all its fibres are zero-dimensional. We
will first show that d(ϕ) = degZf .

It is quite obvious that d(ϕ) coincides with the multiplicity of the projection

π : Cm × Cn 3 (x, y) 7→ (y, x1, . . . , xk−n) ∈ Ck

restricted to Γf . In turn, this multiplicity is equal to deg(Γf · π−1(0)). Finally
observe that by [TW2] Theorem 2.2 we obtain

Γf · π−1(0) = (Γf · (Cm × {0}n)) ·Cm×{0}n ({0}k−n × Cm−(k−n)) =

= Zf · ({0}k−n × Cm−(k−n)).

Take now Pg ∈ C[w1, . . . , wk, t] to be the characteristic polynomial of g relative
to ϕ. Since g−1(0) ⊃ f−1(0), we have

P−1
g (0) ∩ ({0}n × Ck−n × C) = {0}n × Ck−n × {0}.

Therefore all the coefficients aj of Pg must vanish on {0}n × Ck−n. Writing
w = (y, z) ∈ Cn × Ck−n we obtain for any j, aj(w) =

∑n
ι=1 yιaj,ι(w) with some

polynomials aj,ι. The result sought after follows now from Pg(ϕ(x), g(x)) ≡ 0. �

6. The  Lojasiewicz exponent at infinity

We are still dealing with f as in section 4, i.e. f = (f1, . . . , fk) is a c-
holomorphic mapping with algebraic graph over an algebraic set of pure dimen-
sion k > 0. Let g ∈ Oa

c (A). Thanks to the polynomial Pg we shall be able
to prove an analogue of theorem 2.6 from [D1] for the  Lojasiewicz exponent at
infinity of f . This notion will be introduced after the following proposition:

Proposition 6.1. In the introduced setting, δ(Pg) (see lemma 2.3) is the minimal
exponent q > 0 for which

(∗) |g(x)| ≤ C|f(x)|q, when x ∈ A, |x| ≥ R

with some C,R > 0.

Proof. This is a consequence of lemma 2.4. Indeed, observe that by construction,
Pg(f(x), g(x)) = 0 and so by this lemma

|g(x)| ≤ C|f(x)|δ(Pg), when x ∈ A, |f(x)| ≥ R

for some C,R > 0. However, the properness of f is clearly equivalent to the
condition (since k > 0)

lim
|x|→+∞

x∈A

|f(x)| = +∞.

Therefore, we can find an r > 0 for which |x| ≥ r implies |f(x)| ≥ R.
On the other hand, any such inequality (∗) with an exponent q > 0 implies in

particular that if w ∈ Ck is not critical for f , |w| ≥ R, and Pg(w, t) = 0, then
|t| ≤ C|w|q. By continuity (since critical points form a nowheredense set) this
can be extended to all w ∈ Ck such that |w| ≥ R and Pg(w, t) = 0. Then lemma
2.4 yields q ≥ δ(Pg). �

Thanks to that proposition, taking g(x) = xj , i.e. the coordinate functions on
Ck, and the maximum norm on Ck, we clearly see that f satisfies the following
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 Lojasiewicz inequality at infinity (being the c-holomorphic counterpart of the
Hörmander- Lojasiewicz inequality for polynomials):

const · |x|1/maxm
j=1 δ(Pxj ) ≤ |f(x)|, if x ∈ A, |x| ≥ R

with some R > 0 for which |f(x)| ≥ 1. Note that if such an inequality holds with
an exponent q > 0 and R ≥ 1, then it holds also with any exponent q′ < q for the
same R. It is thus interesting to introduce the notion of  Lojasiewicz exponent at
infinity posing

L∞(f) := sup{q > 0 | const · |x|q ≤ |f(x)| for all x ∈ A big enough}.
We have just seen that L∞(f) ≥ (1/ maxm

j=1 δ(Pxj )). Actually, we have the
following theorem being a c-holomorphic counterpart of the Gorin and P loski
result ([P] proposition (1.6) and corollary (2.6)):

Theorem 6.2. In the introduced setting, L∞(f) = (1/ maxm
j=1 δ(Pxj )) and so

L∞(f) is attained and is a rational number. Moreover, L∞(f) = p/q, with
integers p, q ≥ 1 such that p ≤ d(f).

Proof. Take an exponent q > 0 for which C|x|q ≤ |f(x)| when x ∈ A and |x| ≥ R,
with C,R > 0. We may assume, without loss of generality, that the norm in
consideration is the maximum norm. Then, clearly, for each j = 1, . . . , k there
is C|xj |q ≤ |f(x)| whenever x ∈ A satisfies |x| ≥ R. By proposition 6.1 we must
have then δ(Pxj ) ≤ 1/q for any j. That proves the assertion. The form p/q as
well as the bound on p follow from the definition of δ(Pxj ). �

We will give a bound on L∞(f) in terms of the growth exponents B(fj) and
the degree degA in a forthcoming paper.
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1991;
[P] A. P loski, On the growth of proper polynomial mappings, Ann. Polon. Math.

XLV.3 (1985), pp. 297-309;
[PT] A. P loski, P. Tworzewski, Effective Nullstellensatz on analytic and algebraic va-

rieties, Bull. Pol. Acad. Sci. Math. vol. 46 nr 1 (1998), pp. 31-38;
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