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## Remark (6.6)

Similarity of the maximum-modulus theorem to a result of Boyd-Desoer:

$$
\max _{|z|=1} \mu_{\Delta}(H(z))=\max _{|z| \leq 1} \mu_{\Delta}(H(z))
$$

for $H \in \mathcal{O}\left(\mathbb{D}, \mathbb{C}^{n \times n}\right) \cap \mathcal{C}(\overline{\mathbb{D}})$.
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0 & M \\
I_{n} & 0
\end{array}\right]
$$

Since $\mu_{1}=\rho, \mu_{2}(0)=0$ and
$\mathscr{S}(\widetilde{M}, \triangle)=0+M \triangle\left(I_{n}-0 \triangle\right)^{-1} I_{n}=M \triangle$, it follows that

$$
\begin{aligned}
\max _{Q \in \mathbf{Q}} \rho(Q M) & =\max _{Q \in \mathbf{Q}} \mu_{1}(\mathscr{S}(\tilde{M}, Q)) \\
& =\max _{\Delta \in \mathbf{B}_{\Delta}} \mu_{1}(\mathscr{S}(\tilde{M}, \triangle))
\end{aligned}
$$

## Remark

Theorem 6.4 is a special case of Theorem 6.5.

## Proof.

$\boldsymbol{\Delta}_{1}:=\left\{\delta I_{n}: \delta \in \mathbb{C}\right\}$,

$$
\tilde{M}=\left[\begin{array}{cc}
0 & M \\
I_{n} & 0
\end{array}\right]
$$

Since $\mu_{1}=\rho, \mu_{2}(0)=0$ and
$\mathscr{S}(\widetilde{M}, \triangle)=0+M \triangle\left(I_{n}-0 \triangle\right)^{-1} I_{n}=M \triangle$, it follows that

$$
\begin{aligned}
\max _{Q \in \mathbf{Q}} \rho(Q M) & =\max _{Q \in \mathbf{Q}} \mu_{1}(\mathscr{S}(\tilde{M}, Q)) \\
& =\max _{\Delta \in \mathbf{B}_{\Delta}} \mu_{1}(\mathscr{S}(\tilde{M}, \triangle)) \\
& =\max _{\Delta \in \mathbf{B}_{\Delta}} \rho(M \triangle)
\end{aligned}
$$

## Remark

Theorem 6.4 is a special case of Theorem 6.5.

## Proof.

$\boldsymbol{\Delta}_{1}:=\left\{\delta I_{n}: \delta \in \mathbb{C}\right\}$,

$$
\tilde{M}=\left[\begin{array}{cc}
0 & M \\
I_{n} & 0
\end{array}\right]
$$

Since $\mu_{1}=\rho, \mu_{2}(0)=0$ and
$\mathscr{S}(\widetilde{M}, \triangle)=0+M \triangle\left(I_{n}-0 \triangle\right)^{-1} I_{n}=M \triangle$, it follows that

$$
\begin{aligned}
\max _{Q \in \mathbf{Q}} \rho(Q M) & =\max _{Q \in \mathbf{Q}} \mu_{1}(\mathscr{S}(\tilde{M}, Q)) \\
& =\max _{\Delta \in \mathbf{B}_{\Delta}} \mu_{1}(\mathscr{S}(\tilde{M}, \triangle)) \\
& =\max _{\Delta \in \mathbf{B}_{\Delta}} \rho(M \triangle) \\
& =\mu_{\Delta}(M)
\end{aligned}
$$

