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Abstract

We give a new definition of dimension spectrum for non-regular spectral triples and

compute the exact (i.e. non only the asymptotics) heat-trace of standard Podleś spheres

S2
q for 0 < q < 1, study its behavior when q → 1 and fully compute its exact spectral

action for an explicit class of cut-off functions.

1 Introduction

In the classical Riemannian geometry the dimension of the manifold is fixed by its defini-

tion and then later it can be shown to determine some properties of geometric objects. In

particular, for closed manifolds the dimension governs the growth rate of the eigenvalues of

the Laplace operator, independently of the chosen nondegenerate metric. Unlike the classical

∗Partially supported by NCN grant 2011/01/B/ST1/06474.
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situation, in noncommutative geometry [10,15], this concept becomes more involved (see [37]

for a review), as there is no intrinsic notion of the dimension. The global description of the

noncommutative space in terms of an algebra does allow for the possibility of a homological

notion of the dimension (relative to Hochschild and cyclic (co)homology) or notion of metric

dimension based on spectral triples. Yet, the latter is not a single number but rather a di-

mension spectrum [13,29], which is a (possibly infinite) discrete subset of the complex plane

with finite multiplicities allowed. The dimension spectrum has been computed for various

commutative [3,13,14,29,30,36] and noncommutative spectral triples [5,18,21,24,27,28,30,43]

including the quantum group SUq(2) [12,19] and some of the Podleś spheres [18] (see also [16]).

One of the significant features of almost all spectral triples for the q-deformations of manifolds

is the discrepancy between the homological and metric dimensions. Out of these examples,

a spectacular one is that of the standard Podleś sphere, with the equivariant real spectral

triple of metric dimension 0.

In the study of Riemannian geometry through spectral properties of the Dirac (or Laplace)

operators, the main tool is the analysis of the asymptotic expansion of the heat kernel oper-

ator. This is well established for Riemannian manifolds and also for noncommutative geome-

tries with the classical Dirac operators (like in the case of noncommutative tori or SUq(2)).

Yet, the case of standard Podleś sphere offers a new challenge, as the type of operator that

appears there has not been studied extensively.

Our aim in this work, is to determine the exact dimension spectrum (providing a new

definition, which appears to best suit the example under consideration) of the Uq(su(2))-

equivariant spectral triple introduced in [20], to compute explicitly the zeta-function relative

to the absolute value of the Dirac operator and provide the representation of the heat-trace

Tr(e−t|D|). Surprisingly, unlike in the classical case, we give not only an asymptotics for

t → 0 but an exact representation of the heat-trace. This yields also the spectral action

Tr
(
f(|D|)

)
valid for a large class of functions. We discuss the properties of the heat-trace

and the spectral action, showing that the leading parts are not changed when we add a small

bounded perturbation to the Dirac operator D → D + A.

The paper is organized as follows: we first recall the basic ingredients of the spectral triple

introduced in [20]. In the next two sections we compute the meromorphic extension of the

zeta-function ζD and the dimension spectrum of the standard Podleś sphere. But since the

triple is not regular, we propose a new definition of dimension spectrum (see Definition 3.7)

and show its link with the previous one introduced by Connes–Moscovici. Then in Section

4, we give the explicit and exact heat-trace for 0 < q < 1. Moreover, when q goes to 1 the

heat-trace goes to the classical heat-trace for the 2-sphere. The last section is devoted to an

exact computation of the spectral action for a specified class of functions with few comments

on the fluctuations by one-forms. In the conclusions, we summarize the main differences with

previously computed spectral actions.
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2 Spectral triple

Let us recall the basic facts about the spectral triple over the standard Podleś sphere S2
q . Its

algebra, introduced in [45] as an invariant subalgebra of A(SUq(2)) under a circle action, is

the complex ⋆-algebra generated for some parameter 0 < q < 1 by A = A∗, B,B∗ fulfilling

the relations

AB = q2BA, AB∗ = q−2B∗A, BB∗ = q−2A(1 −A), B∗B = A(1 − q2A). (1)

As a C∗-algebra, it is isomorphic to the minimal unitization of the algebra of compact op-

erators on a separable Hilbert space. Throughout this paper, however, we work with the

polynomial algebra Aq in the above generators, which is a dense subalgebra of the latter.

The Hilbert space suitable for a Uq(su(2))−equivariant representation of Aq has an or-

thonormal basis |l,m〉 with m ∈ {−l,−l + 1, . . . , l} and l ∈ 1
2

+ N and is denoted by H1
2
.

There are two non-equivalent Uq(su(2))−equivariant representations π± of Aq on H1
2

given

by the following formulas [20]:

π±(A)|l,m〉± := A+
l,m,± |l+1, m〉± + A0

l,m,± |l,m〉± + A−
l,m,± |l−1, m〉± ,

π±(B)|l,m〉± := B+
l,m,± |l+1, m+1〉± +B0

l,m,± |l,m+1〉± +B−
l,m,± |l−1, m+1〉±,

π±(B∗)|l,m〉± := B̃+
l,m,±|l+1, m−1〉±+ B̃0

l,m+1,±|l,m−1〉±+ B̃−
l,m,±|l−1, m−1〉±.

(2)

where the coefficients Aj
l,m,±, Bj

l,m,±, B̃j
l,m,± for j = −, 0,+ are of the following form:

A+
l,m := −qm+l+

1
2

√
[l −m+ 1][l +m+ 1] α+

l ,

A0
l,m := q− 1

2 1
1+q2

(
[l −m+ 1][l +m] − q2[l −m][l +m+ 1]

)
α0

l + 1
1+q2 , (3)

A−
l,m := qm−l− 1

2

√
[l −m][l +m] α−

l ,

B+
l,m := qm

√
[l +m+ 1][l +m+ 2] α+

l ,

B0
l,m := qm

√
[l +m+ 1][l −m] α0

l , (4)

B−
l,m := qm

√
[l −m][l −m− 1] α−

l ,

B̃+
l,m := qm−1

√
[l −m+ 2][l −m+ 1] α−

l+1 ,

B̃0
l,m := qm−1

√
[l +m][l −m+ 1] α0

l , (5)

B̃−
l,m := qm−1

√
[l +m][l +m− 1] α+

l−1 .

The coefficients αl read α−
l := −q2l+2 α+

l and

for π+ : α0
l := 1√

q

(q− 1
q

)[l− 1
2

][l+ 3
2

]+q

[2l][2l+2]
, (6)

α+
l := q−l−2 1√

[2l+2]([4l+4]+[2][2l+2])
; (7)
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for π− : α0
l := 1√

q

(q− 1
q

)[l− 1
2

][l+
3
2

]−q−1

[2l][2l+2]
, (8)

α+
l := q−l−1 1√

[2l+2]([4l+4]+[2][2l+2])
. (9)

Here the q-numbers are

[n] := q−n−qn

q−1−q
.

The representation π is faithful, thus the completion of the polynomial algebra Aq in the

operator norm is the C∗-algebra of the standard Podleś sphere.

We are concerned here with the spectral triple (Aq,H,D) that we describe now:

Let H := H+ ⊕ H− where H± := H1
2
, with the representation of Aq on H and the operator

D given by

π(a) :=
(

π+(a) 0
0 π−(a)

)
, (10)

D := ( 0 w D
w D 0 ) , D : |l,m〉 ∈ H1

2
→ [l + 1

2
] |l,m〉 ∈ H1

2
(11)

where w ∈ C \ {0} is an arbitrary constant.

We remark that

|D| = |w| ( D 0
0 D ) and D = F |D| where F := 1

|ω|

(
0 ω
ω 0

)
(12)

satisfies [F, π(a)] = 0 for a ∈ Aq.

In the following, |l,m〉± represents the orthonormal basis |l,m〉 on the first and second copy

of H1
2

in H. In particular, |l,m〉+ ⊕ |l,m〉− is an eigenvector of |D| with eigenvalue |w|[l+ 1
2
]

and

[l + 1
2
] = q

−l+
1
2 (1−q2l+1)
1−q2 . (13)

The spectral triple (Aq,H,D) is Z2-graded by γ := ( 1 0
0 −1 ) and is real for the antiunitary

operator J on H defined by

J |l,m〉± := i2m |l,−m〉∓ with p ∈ R+.

In particular, J2 = −1, Jγ = −γJ , JaJ−1 commutes with Aq and [D, J ] = 0, so the spectral

triple is of KO-dimension 2 [17].

Any generator is in the representation (2) a sum of three weighted shifts, written in a

shorthand notation as π±(a) = π+
±(a) + π0

±(a) + π−
±(a) so π := π+ + π0 + π− using (10).

In the following, to alleviate notations, we often replace π(a) by a for a ∈ Aq.

Lemma 2.1. (Compare [47]) For any a ∈ Aq, the decomposition via the weighted shifts

π = π+ + π0 + π− is such that [D, π0(a)] = 0 and D π±(a) is a bounded operator.

Proof. For any generator X = A,B,B∗, and thanks to (3–9), we get X±
l,m = O(ql) while

the eigenvalues of D behave like [l + 1
2
] = O(q−l). The bounded part π0(a) (for instance

A0
l,l = O(1)) is diagonal so commutes with D.

The operator D is the unique Uq(su(2))−equivariant one which makes the spectral triple

real [20].
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3 Dimension spectrum

We first compute the zeta-function ζD(s) := Tr |D|−s associated to D, see [11, 15]:

3.1 The zeta-function ζD

Proposition 3.1. The spectral zeta-function ζD(s) is given by

ζD(s) = 4(1−q2

|w| )s
∞∑

k=0

(k + 1) qks

(1−q2(k+1))
s , for R(s) > 0 . (14)

Proof. This is a direct computation:

Tr |D|−s =
∑

{+,−}

∑

l∈N+
1
2

m=l∑

m=−l

±〈l,m||D|−s|l,m〉± =
∑

{+,−}

∑

l∈N+
1
2

m=l∑

m=−l

(
|w| q

−l+
1
2 (1−q2l+1)
1−q2

)−s

= 2
∑

l∈N+
1
2

(2l + 1)
(
|w| q

−l+
1
2 (1−q2l+1)
1−q2

)−s
= 4

∞∑

k=0

(k + 1)
(
|w| q−k(1−q2(k+1))

1−q2

)−s
.

Moreover, since q2(n+1) ≤ q2 ⇒ 0 ≤ (1 − q2(n+1))−x ≤ (1 − q2)−x, for any x > 0, we have,

for s = x+ iy with x > 0,

|ζD(s)| ≤ 4(1−q2

|w| )x
∞∑

k=0

(k + 1) qkx

(1−q2(k+1))x ≤ 4
|w|x

∞∑

k=0

(k + 1) qkx = 4
|w|x (1−qx)2 < ∞.

So (14) holds for any s with R(s) > 0.

From equality (14) we deduce directly

| Tr (|D|−s)| ∈ R+, for R(s) > 0, (15)

meaning that the metric dimension d = inf{d′ > 0 | | Tr (|D|−d′

)| < ∞} of the spectral triple

(Aq,H,D) is zero.

To compute the full dimension spectrum of the spectral triple we need a meromorphic

extension of the zeta-function ζD.

Proposition 3.2. The spectral zeta-function of the standard Podleś sphere admits a mero-

morphic continuation to the whole complex plane given by the formula

ζD(s) = 4(1−q2

|w| )s
∞∑

n=0

Γ(s+n)
n! Γ(s)

q2n

(1−qs+2n)2 . (16)

All poles of ζD are of the second order and form an infinite countable subset Sd1 of the complex

plane:

Sd1 := −2N + i 2π
log q

Z . (17)
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Proof. Since (1 − ql)−s =
∑∞

n=0
Γ(s+n)
n! Γ(s)

qln for any integer l, equation (16) follows by changing

order of summation in series,

ζD(s) = 4(1−q2

|w| )s
∞∑

k=0

(k + 1) qks
∞∑

n=0

Γ(s+n)
n! Γ(s)

q2(k+1)n = 4(1−q2

|w| )s
∞∑

n=0

Γ(s+n)
n! Γ(s)

q2n
∞∑

k=0

(k + 1) qk(2n+s)

= 4(1−q2

|w| )s
∞∑

n=0

Γ(s+n)
n! Γ(s)

q2n

(1−qs+2n)2 .

To show that there are no poles of ζD in C outside of Sd1 let us first take

R(s) = −2M − δ, with M ∈ N, δ ∈ (0, 2).

For n ≥ M + 1, we have

R(s) + 2n ≥ 2 − δ ⇒ 1 − qR(s)+2n ≥ 1 − q2−δ ≥ 0 ⇒ (1 − qR(s)+2n)2 ≥ (1 − q2−δ)2,

whereas for n ≤ M,

R(s) + 2n ≤ −δ ⇒ 1 − qR(s)+2n ≤ 1 − q−δ ≤ 0 ⇒ (1 − qR(s)+2n)2 ≥ (1 − q−δ)2.

So for any n,

(1 − qR(s)+2n)2 ≥ c(q, δ), with c(q, δ) = min{(1 − q2−δ)2, (1 − q−δ)2}.

Moreover,

|1 − qs+2n|2 = 1 − 2qR(s)+2n cos
(
ℑ(s) log q

)
+ q2R(s)+4n ≥ (1 − qR(s)+2n)2 ≥ c(q, δ), (18)

so that

|ζD(s)| ≤ 4c(q, δ)−1 (1−q2

|w| )R(s)
∞∑

n=0

q2n

n!

∣∣∣Γ(s+n)
Γ(s)

∣∣∣ ≤ 4c(q, δ)−1 (1−q2

|w| )R(s) (1 − q2)−|s| < ∞, (19)

since
∞∑

n=0

q2n

n!

∣∣∣Γ(s+n)
Γ(s)

∣∣∣ =
∞∑

n=0

q2n

n!
|(s+ n)(s+ n − 1) · · · (s+ 1)s| ≤

∞∑

n=0

q2n

n!
Γ(|s|+n)

Γ(|s|) = (1 − q2)−|s|.

Now, assume

R(s) = −2M, ℑ(s) = 2π
log q

(N + ǫ), with M ∈ N, N ∈ Z, ǫ ∈ (0, 1).

By the same reasoning as above we have

for n ≥ M + 1, |1 − qs+2n|2 ≥ (1 − q−2M+2n)2 ≥ (1 − q2)2,

for n ≤ M − 1, |1 − qs+2n|2 ≥ (q−2M+2n − 1)2 ≥ (q−2 − 1)2 ≥ (1 − q2)2,

and for n = M, |1 − qs+2n|2 = 2 − 2 cos(ℑ(s) log q) = 2 − 2 cos(2πǫ).

Thus for any n, |1 − qs+2n|2 ≥ c̃(q, ǫ), with c̃(q, ǫ) = min{(1 − q2)2, 2 − 2 cos(2πǫ)}, and again

|ζD(s)| ≤ 4c̃(q, ǫ)−1 (1−q2

|w| )R(s) ∑∞
n=0

q2n

n!

∣∣∣Γ(s+n)
Γ(s)

∣∣∣ < ∞.

We have thus shown that the poles of ζD come uniquely from the coefficients (1−qs+2n)−2,

so are indeed of second order and located at s ∈ Sd1.
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Before we end this section let us make a side-remark about the q-zeta functions and their

applications. The q-deformed special functions where already considered by Ramanujan [2] in

his famous notebook. There were various different propositions in the literature [9,33,46,48]

for a q-analogue of the Riemann zeta-function including the generalizations to multiple q-

zeta-functions [1,50] and Euler q-zeta-functions [34]. It is worth mentioning that, in [48], the

motivation for studying Riemann q-zeta-functions came precisely from the theory of quantum

groups. Unfortunately, to our knowledge, this direction has not been further investigated and

the main interest in q-zeta-functions was in number theory [9, 33].

An important result on meromorphic extension of q-zeta function has been obtained

in [33], with a slightly different definition of q-numbers {x}q := 1−qx

1−q
. In fact, an alternative

proof of Proposition 3.2 could be given by observing that

ζD(s) = 2
log q

(|w|q)−s ∂
∂ t
fq2(s, t)|t=s/2 ,

with fq(s, t) = (1 − q)s ∑∞
r=0

Γ(s+r)
Γ(r+1)Γ(s)

qt+r

1−qt+r being the meromorphic extension of a general-

ized Riemann q-zeta function [33, Proposition 1].

Finally, let us mention a result [32, Proposition 4.1] analogous to our Proposition 3.2 that

appeared in the context of SUq(2) quantum group.

3.2 About the dimension spectrum

Let B(H) be the algebra of bounded operators.

We now recall the definition of the dimension spectrum:

Definition 3.3. (see [13]) Given a spectral triple (A,H,D), let δ be the derivation defined

on B(H) by δ(T ) := [|D|, T ] (so T preserves Dom(|D|) and [|D|, T ] extends (uniquely) in

B(H)).

For α ∈ R, define the set of operators of order (at most) α by

OPα := {T ∈ L(H) such that |D|−αT ∈ OP0} where OP0 :=
⋂

n∈N

Dom δn.

Assuming A ⊂ OP0, let B0 be the algebra generated by δn(a) for n ∈ N and a ∈ A (where by

a standard abuse of notation we shall omit the symbol of representation π),

A spectral triple (A,H,D) has dimension spectrum Sd if Sd ⊂ C is discrete and for any

element P ∈ B0, the function

ζP
D (s) := Tr(P |D|−s) (20)

extends holomorphically to C \ Sd.

Let us stress here that the above original definition of dimension spectrum requires a kind

of “weak regularity” condition: A ⊂ OP0. To define the pseudodifferential calculus, one
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imposes a stronger regularity assumption [13] on the spectral triple. It consists of requiring

that not only A ⊂ OP0, but also [D,A] ⊂ OP0. Under these assumptions, the algebra of

pseudodifferential operators ΨDO(A) is the set of all operators T of the form

T ≃
∑

n∈N

Pn |D|d−n (21)

where the P ’s are in the polynomial algebra D(A) generated by A, JAJ−1, D and |D| and

moreover, the ≃ means that T =
∑N

n=0 Pn |D|d−n mod (OP−N ) for each N ∈ N.

However Aq * OP0: it is known [35, 41] that the Uq(su(2))-equivariant spectral triple on

standard Podleś sphere does not satisfy the regularity assumption. In fact it does not even

satisfy the weak regularity condition. Indeed, already
[
|D|, [|D|, a]

]
is an unbounded operator

and more generally δn(a) is an operator of order n − 1 for a generic element a ∈ A and this

could be seen by computing a fixed matrix element of the operator δn(A), for instance:

±〈l + 1, m| δn(A)|l,m〉± =
(
[l + 3

2
] − [l + 1

2
]
)n
A+

l,m .

Since the behaviour for large l of A+
l,m in (3) is like O(ql) while

(
[l + 3

2
] − [l + 1

2
]
)n

= O(q−nl),

the above expression is unbounded for n > 0, and, generally, δn(A) is in OPn−1. Note that

δ0(a) and δ1(a) are bounded for any a ∈ Aq, but not δ2(a).

Hence, if one insists on keeping the original definition of the dimension spectrum without

the regularity property, then one would find in B0 operators of arbitrary order. As a conse-

quence, the real part of the dimension spectrum would not be bounded from above and one

would be forced to conclude that Sd(S2
q ) = Z + i 2π

log q
Z. This would mean that the metric

dimension (viewed as a largest real number in Sd) of the spectral triple at hand is infinite.

Let us recall that in [13] is defined another class of operators: we get the following scale

of spaces for a parameter s ∈ R

Hs := Dom(|D|s) = Dom
(
(1 + D2)s/2

)
. (22)

(The second equality is used when D is not invertible.) If s ≤ 0, Hs = H0 = H and for s ≥ 0,

they are Hilbert spaces for the Sobolev norm ‖ξ‖2
s := ‖ξ‖2 +

∥∥∥(1 + D2)s/2ξ
∥∥∥

2
, with ξ ∈ Hs.

Moreover, H∞ := ∩
s≥0

Hs and H−∞ := topological dual of H∞,

opr :={ T ∈ L(H) | Dom(T ) ⊃ H∞ and T maps (H∞, ‖·‖s) continuously into (H∞, ‖·‖s−r)

for each s ≥ r }.

Thus any operator in opr has a bounded extension from Hs → Hs−r for any s ≥ r and

op0 ⊂ B(H) since H0 = H. In particular opr ⊂ ops when r ≤ s and |D|r ∈ opr for any

r ∈ R. Moreover OPr ⊂ opr for any r ∈ R since opr · ops ⊂ opr+s and
⋂

n∈N Dom δn ⊂ op0

(compare [4, Corollary 6.3]).

Our results formulated below show that although the regularity is not satisfied, a pseu-

dodifferential calculus on the Uq(su(2))-equivariant spectral triple on standard Podleś sphere

is possible.
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Lemma 3.4. (Compare [41, Corollary 3.3]) For any element a, b ∈ Aq and any z ∈ C we

have

|D|za = a|D|z +B(a, z) |D|z−1, (23)

|D|zdb = χz db |D|z + B̃(b, z) |D|z−1, z ∈ C (24)

where

χ :=


q 0

0 q−1




and z 7→ B(a, z), B̃(a, z) are two analytic functions in z with values in bounded operators on

H = H+ ⊕ H− for any a ∈ Aq. In particular, a and [D, a] preserve H∞ for all a ∈ Aq.

More generally, for any one-form A :=
∑

finite aidbi and any z ∈ C, we have

|D|zA = χzA|D|z + B̂(A, z)|D|z−1, (25)

DA = χ−1FA|D| + χ−1FB̂(A, 1), (26)

with an analytic function z 7→ B̂(A, z) valued in B(H) for any A.

Proof. From Lemma 2.1 we know that |D|z π0(a) = π0(a) |D|z and that |D| π±(a) is a bounded

operator. Moreover, we have

|D|z π±(a) − π±(a) |D|z =:
(
|D|z − |D±|z

)
π±(a),

where |D±| is essentially the module of a shifted Dirac operator, that is a Z2-graded operator

with the eigenvalues ±|w|[l+ 1
2

± 1]. Our aim is to show that the above expression could be

written as B(π±(a), z)|D|z−1 for an analytic function B(π±(a), z) in B(H):

|D|z π±(a) − π±(a) |D|z =
(
|D|z − |D±|z

)
|D±|−z+1π±(a)|D|z−1

=
((

|D|z − |D±|z
)

|D±|−z
) (

|D±| π±(a)
)

|D|z−1

=: B(π±(a), z)|D|z−1.

Indeed, the first bracket is a diagonal operator with eigenvalues

(
[l + 1

2
]z − [l + 1

2
± 1]z

)(
[l + 1

2
± 1]

)−z

and for any z ∈ C, it is bounded and analytic as a function of z. On the other hand, the

element |D±| π±(a) is bounded, as we observed earlier, hence the conclusion.

The second equality (24) is obtained in [41, Corollary 3.3] and the equality (25) follows

from the two previous one. Using z = 1 in (25) together with Fχ = χ−1F we obtain

DA = F |D|A = FχA|D| + FχB̂(A, 1) = χ−1FA|D| + χ−1FB̂(A, 1).

9



Proposition 3.5. We have Aq ⊂ op0 and [D,Aq] ⊂ op0. Moreover J, J−1 ∈ op0.

Proof. The assertion follows directly from Lemma 3.4 which allows us to perform commuta-

tions of |D| with one-forms (given by finite sums of adb := a[D, b]) up to operators of lower

order and the fact Hs ⊂ Hs−1 for any s ∈ R. Since J commutes with D, it preserves H∞, so

J ∈ op0.

To construct a pseudodifferential calculus, we need one additional property.

Lemma 3.6. For any a ∈ A and z ∈ C, we have

χz a = aχz, χz D = D χ−z, χz da = daχ−z.

Proof. The lemma just uses the fact that χ commutes with the chirality-preserving operators

(T : H± → H±) and

(
qz 0
0 q−z

) (
0 T1

T2 0

)
=

(
0 T1

T2 0

) (
q−z 0

0 qz

)
.

Lemmas 3.4 and 3.6 guarantee that we can commute the elements of the algebra generated

by a, JaJ−1 and [D, a], a ∈ Aq, through |D| without changing its op class. The commutations

through J and F neither would change the class. It thus justified to define the order of an

operator on H in the non-regular case to be its op class instead of the standard approach

based on OP classes.

We shall keep the standard definition of the algebra of pseudodifferential operators [13,29]

Ψ(A) :=
{
P

∣∣∣ ∀ N ∈ N, ∃ T ∈ D(A), R ∈ OP−N , p ∈ N, P = T |D|−p +R
}
,

with D(A) being a polynomial algebra generated by A,D, |D| (and JAJ−1 in the real case).

On the other hand we change the notion of a pseudodifferential operator of order k for

Ψk(A) := Ψ(A) ∩ opk . (27)

The lemmas of this section prove that Ψ(A) is still a graded algebra with the grading

defined by (27) and that ΨDO’s of complex order are sound and controllable.

Finally, let us remark that in the regular case |D|−1 ∈ Ψ(A) ∩ OP0, but |D|−1 /∈ B0 and

that, for a d-dimensional compact spin Riemannian manifold, the dimension spectrum of

Definition 3.3 is only included in { d− n |n ∈ N } while to get equality one needs the whole

set of Ψ0(A) [29].

The above remarks encourage us change previous Definition 3.3 of dimension spectrum

as:

Definition 3.7. Let (A,H,D) be a spectral triple such that A and [D,A] are in op0 and let

B := Ψ0(A) = Ψ(A) ∩ op0. The dimension spectrum Sd is a discrete subset of C defined as

the poles of ζP
D : s 7→ Tr(P |D|−s) for P ∈ B.

10



Note that B contains the algebra B1 of all operators of the form

|D|zω|D|−z−p, (28)

for any z ∈ C, p ∈ N and any ω = a0da1 · · · dak where k ≥ 0 and aj ∈ A ∪ JAJ−1,

since opr · ops ⊂ opr+s. The algebra B could be seen as a the largest algebra of generalized

pseudodifferential operators of order at most 0.

Remark that, when (A,H,D) is regular (A and [D,A] are in OP0 =
⋂

n∈N Dom δn), this

definition extends Definition 3.3: with regularity, the algebra B0 generated by the δn(A) is

included in OP0 and contained in B. Moreover, since |D| b |D|−1 − b = [|D|, b] |D|−1 for any

b ∈ A ∪ [D,A] (by [13, Lemma B.1] |D| b |D|−1 − b ∈ op−1), we see that B0 is equal to B up

to |D|−1 ∈ B1 ⊂ B. In the regular case, the differences between B0 and B1 are not essential

since they are subsets of pseudodifferential operators.

Note that in [13, p.206] it is also assumed that the analytic continuation of ζP
D is such

that Γ(z) ζP
D (z) is of rapid decay on vertical lines z = x + iy, for any x > 0. This technical

assumption was introduced to facilitate the use of heat kernel methods in the proof of local

index index theorem [13, p.217] (see also [41]). It would not be satisfied for the standard

Podleś sphere with the definition (3.3) of B0, since unbounded elements would give rise to

poles at z = n+ 2π
log q

i for n ∈ N+. However, with the new definition of B, this assumption is

satisfied. In the proof of Proposition 4.3 we show that the contour integration is sound since

|Γ(x ± iy) ζD(x ± iy)| decays exponentially with y for any value of x. On the other hand,

from the proof of Proposition 3.8 it follows that the large y-behaviour of ζP
D (x ± iy) is not

altered by P ∈ B for x > 0.

Now we are in a position to compute the dimension spectrum of the Uq(su(2))-equivariant

triple on the standard Podleś sphere.

Proposition 3.8. When P ∈ B, the set of poles of the function ζP
D : s 7→ Tr(P |D|−s) is a

subset of −N + i 2π
log q

Z and the poles are at most of the second order.

Proof. It is sufficient to consider

P = T |D|−p,

with T ∈ D(A) ∩ opn for some n ∈ N and N ∋ p ≥ n. Applying a finite number of times the

Lemmas 3.4 and 3.6 we can move all the operators |D| and D to the right hand side while

moving all χ to the left. In the end we obtain

P =
N∑

k=0

χr(k)hk(T ; q) |D|n−p−k, (29)

where hk is a bounded operator on H and r(k) ∈ Z for any k ∈ {0, . . . , N}.
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Since all generators of the algebra are represented by weighted shifts on the Hilbert space

and |D| is a diagonal operator, the operator hk must be again a finite sum of weighted shifts.

On the basis vector |l,m〉± of H± it assumes the form for r = 0, 1

hk |l,m〉(−)r =
1∑

r′=0

M∑

i=−M

N∑

j=−N

Phk
(l,m, r, r′, i, j) |l + i,m+ j〉(−)r′ ,

where both the M , N and the function Phk
depends on the arguments of the operator hk.

Since our aim is to compute Tr(P |D|−s), we are only be interested in the diagonal part of

the operator hk. Moreover, since ζP
D (s) = ζP0

D (s− n + p) with

P0 := P |D|−n+p,

we restrict to the case p = n.

Let us abbreviate Phk
(l,m, r) := Phk

(l,m, r, r, 0, 0). Now, for any hk, the function Phk

will be a finite composition of polynomials, rational functions and square roots of (bounded)

variables ql+m, ql−m and ql as can be deduced from the explicit forms of the representation

(3–5) and the Dirac operator (11).

Moreover, due to reality of the coefficients Aj
l,m,±, Bj

l,m,±, B̃j
l,m,±, one can express the

square roots in terms of infinite series using the formulas
√

[l ±m] = (q−1 − q)−1/2q−(l±m)/2
√

1 − q2(l±m)

= −(q−1 − q)−1/2
∞∑

n=0

(2n)!
4n(n!)2(2n−1)

q(2n+1/2)(l±m),

which are convergent for all l ∈ N + 1
2
, −l ≤ m ≤ l and 0 < q < 1.

An analogous operation can be done for rational functions involved in the formulas (6–9).

Since a finite sum and a finite product of convergent power series is again a power series with

at least finite non-zero radius of convergence (such radius appears in next lemma), we may

use the formula

Phk
(l,m, r) =

∞∑

α,β=0

p̃h(α, β, r) qα(l+m) qβ(l−m), (30)

which holds for l ∈ N + 1
2
, −l ≤ m ≤ l and 0 < q < 1.

Let us now use the above considerations to investigate the holomorphic structure of func-

tions ζP0
D . Since the sum over k of (29) is finite it is sufficient to consider the function

ζP,k
D (s) := Tr

(
hk(T ; q)|D|−k−s

)
. We have, assuming |w| = 1 to simplify,

ζP,k
D (s) = Tr(hk|D|−s) =

1∑

r=0

∑

l∈N+
1
2

l∑

m=−l

Phk
(l,m, r)[l + 1

2
]−k−s
q

=
1∑

r=0

∑

l∈N+
1
2

l∑

m=−l

∞∑

α,β=0

P̃hk
(α, β, r) qα(l+m)qβ(l−m)

(
1 − q2

)s+k q(s+k)(l−1/2)

(1−q2l+1))
s+k .
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Since for R(s) > 0, all of the series in the above expressions are convergent, we can

perform the partial summation over m, so

ζP,k
D (s) =

1∑

r=0

∑

l∈N+
1
2

∞∑ ′

α,β=0

P̃hk
(α, β, r) q(α+β)l q(β−α)l−q(α−β)(l+1)

1−qα−β

(
1 − q2

)s+k q(s+k)(l−1/2)

(1−q2l+1)
s+k

+
1∑

r=0

∞∑

l∈N+
1
2

∞∑

α=0

P̃hk
(α, α, r) (2l+ 1) q2αl

(
1 − q2

)s+k q(s+k)(l−1/2)

(1−q2l+1)
s+k , (31)

where
∑′ ∞

α,β=0 denotes the sum with the diagonal indices β = α omitted.

Let us now make use of the analytic continuation of ζD in (16) to define an analytic

continuation of ζP,k
D (s):

ζP,k
D (s) =

(
1 − q2

)s+k
1∑

r=0

∞∑ ′

α,β=0

∞∑

j=0

Γ(s+k+j)
j! Γ(s+k)

P̃hk
(α,β,r) q2j [qβ−q2α−β]

(1−qα−β)(1−qs+k+2β+2j)(1−qs+k+2α+2j )

+ 2
(
1 − q2

)s+k
1∑

r=0

∞∑

α=0

∞∑

j=0

Γ(s+k+j)
j! Γ(s+k)

P̃hk
(α,α,r) qα+2j

(1−qs+k+2α+2j)2 . (32)

The structure of the above formula suggests that the poles (of at most second order) of

ζP,k
D (s) are located at s ∈ −N≥k + i 2π

log q
Z with possible cancellations due to vanishing of some

of the coefficients. Since k ≥ 0 we conclude that the set of poles of ζP0
D is included in

Sd := −N + i 2π
log q

Z.

To prove that (32) gives indeed a maximal analytic extension of ζP0
D and that it has no

poles outside of Sd we need the following lemma.

Lemma 3.9. For any r ∈ {0, 1} and k ∈ {0, . . . n}, the following series of (32) are locally

uniformly convergent as functions of s on C \ Sd:

∞∑ ′

α,β=0

∞∑

j=0

Γ(s+k+j)
j! Γ(s+k)

P̃hk
(α, β, r) q2j+β

[
(1 − qα−β)(1 − qs+k+2β+2j)(1 − qs+k+2α+2j)

]−1
, (33)

∞∑ ′

α,β=0

∞∑

j=0

Γ(s+k+j)
j! Γ(s+k)

P̃hk
(α, β, r) q2j+2α−β

[
(1 − qα−β)(1 − qs+k+2β+2j)(1 − qs+k+2α+2j)

]−1
, (34)

∞∑

α=0

∞∑

j=0

Γ(s+k+j)
j! Γ(s+k)

P̃hk
(α, α, r) qα+2j (1 − qs+k+2α+2j)−2 . (35)

Proof. The formula (30) for m = ±l = ±1
2

guarantees the convergence of the following

numeric series for 0 < q < 1

∞∑

α,β=0

P̃hk
(α, β, r) qα,

∞∑

α,β=0

P̃hk
(α, β, r) qβ. (36)
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Moreover, the following series of functions of the argument s

∞∑

j=0

Γ(s+k+j)
j! Γ(s+k)

qj (37)

is locally uniformly convergent for any k ∈ N and any 0 < q < 1.

In the proof of convergence of the series (33–35) we use the comparative criterion. Recall

that, if
∑

i∈NT ai(s) is locally uniformly convergent for some T ∈ N+, then
∑

i∈NT ai(s) bi(s)

is so when the sequence {|bi(s)|}i∈NT is locally uniformly bounded.

In the series (33–34) we have a multiindex i = {α, β, j}, so let us set

aA
i (s) = P̃hk

(α, β, r) qα qj Γ(s+k+j)
j! Γ(s+k)

,

aB
i (s) = P̃hk

(α, β, r) qβ qj Γ(s+k+j)
j! Γ(s+k)

,

bA
i (s) = qj

[
(1 − qα−β)(1 − qs+k+2β+2j)(1 − qs+k+2α+2j)

]−1
,

bB
i (s) = qj+α−β

[
(1 − qα−β)(1 − qs+k+2β+2j)(1 − qs+k+2α+2j)

]−1
.

Similarly, for (35) (with multiindex i = {α, j}) we set

aC
i (s) = P̃hk

(α, α, r) qα qj Γ(s+k+j)
j! Γ(s+k)

,

bC
i (s) = qj (1 − qs+k+2α+2j)−2.

Due to the convergence of series (36) and local uniform convergence of (37), the series
∑

i∈NT aL
i (s) are locally uniformly convergent in each of the three cases (L = A,B,C).

Hence, to show the local uniform convergence of the series (33–35), it is sufficient to check

that for any s0 ∈ C \ Sd, there exist a neighborhood U ∋ s0, U ∩ Sd = ∅ and constants

M = M(U) > 0, N = N(U) ∈ N such that for any i > N (which means α, β, j > N) we

have |bA
i (s)|, |bB

i (s)|, |bC
i (s)| ≤ M for any s ∈ U .

Let us consider first the pointwise limit α, β, j → ∞ with α − β = const. = a ∈ Z∗ (recall

that we need α 6= β in series (33) and (34)) of bL
i (s0) with L = A,B. It is straightforward

that both limits exist for any a ∈ Z∗, s0 /∈ Sd, 0 < q < 1 and are both equal to 0. Since

bL
i are analytic near any s0 /∈ Sd, we can always find a suitable neighborhood U and a

universal upper bound M(U) = sups∈U{M(s)
∣∣∣ ∀i > N(s), |bL

i (s)| < M(s)} to guarantee the

local uniform boundedness. The same argument shows that {|bC
i (s)|}i∈N2 is locally uniformly

bounded.

Consequently, the series (33–35) are locally uniformly convergent for any 0 < q < 1.

End of proof of Proposition 3.8. To finish the proof we use Weierstrass’ theorem which states

that if a sequence of analytic functions {fn} converges locally uniformly to a function f , then

f is also analytic. In the case of locally uniformly convergent series, the sequence is defined

as usual in terms of partial sums.

14



Finally, recall that ζP
D (s) = ζP0

D (s− n+ p), so for any r ∈ N the poles of ζP
D would form a

subset of −N≥r + i 2π
log q

Z, hence in particular of Sd.

We have thus constructed an analytic extension of the function ζP
D for any P ∈ B and

have shown that the set of poles of any of those functions form a subset of Sd. Moreover, the

poles are of at most second order.

Corollary 3.10. The dimension spectrum (see Definition 3.7) of the Uq(su(2))-equivariant

Podleś sphere is

Sd(S2
q ) = −N + i 2π

log q
Z (38)

and the poles are at most of the second order.

Proof. The above lemma shows that Sd(S2
q ) ⊂ −N + i 2π

log q
Z. To prove the equality it is

sufficient to note that for any z = −k+ i 2π
log q

a with some k ∈ N and a ∈ Z, the zeta function

ζP
D associated with P = |D|−k will have a second order pole at z.

The dimensions spectrum of the standard Podleś sphere turns out to be quite different

than that for SUq(2) [12] and this is rather unexpected since S2
q is a quantum homogeneous

space of SUq(2) [45]. First pathology comes from the fact that the highest real number in

the dimension spectrum is 0 hence, S2
q is 0-summable, see (15). This drawback, already

known in the literature [35, 41] can be cured by the introduction of an auxiliary twist [35].

A second unexpected feature is the existence in the dimension spectrum of poles of second

order. Such a behaviour can appear in singular manifolds [36]. This is serious difficulty

from the point of view of noncommutative geometry, since many formulas concerning the

spectral action [6, 7] have been proved under the assumption of simplicity of the dimension

spectrum (note however that there are explicit formulas for the local index without this

assumption [13]). It turns out that this trouble also disappears when the twist is employed.

Finally, the dimension spectrum of S2
q contains complex numbers – a feature already seen in

fractals [14]. Those persist even if the twist is introduced [41].

4 Heat kernel expansion

In this section we shall provide an exact formula for the trace of the heat operator e−t |D|,

which is valid for any t > 0. We shall use is the inverse Mellin transform [23].

Let us recall the definition of the Mellin transform (and its inverse) of a function g:

M [g](s) :=
∫ ∞

0
ts−1 g(t) dt,

M−1[g](t) := 1
2πi

∫ c+i∞

c−i∞
t−s g(s) ds,
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where s ∈ C and t > 0. This needs convergence in some (largest open) infinite vertical strip

(a, b) ⊂ C with a, b ∈ R ∪ {±∞} for the first integral and c chosen in this strip (a < c < b)

for the second integral.

To justify the use of Mellin transform we need the following technical lemma.

Lemma 4.1. For any ε > 0, the function t ∈ (0,∞) 7→ tε Tr e−t |D| is continuous and

bounded.

Proof. We essentially follow [41, Lemma 3.4].

The definition (11) yields Tr e−t |D| = 4
∑∞

n=1 n e
−t|ω|[n]q . Thus t 7→ tε Tr e−t |D| is continuous

and vanishing at infinity for any positive ε (compare with Lemma 4.9), so we focus on

showing boundedness near t = 0. Let us chose m ∈ N+ such that qm ≤ t ≤ qm−1 and note

that |ω|[n]q ≥ (q−n − 1)u, with u := |w| q
1−q2 > 0. Hence,

∞∑

n=1

tε n e−t|ω|[n]q ≤
∞∑

n=1

q(m−1)εne−(q−(n−m)−qm)u ≤ q−ε
∞∑

k=−∞
qmε(k +m)e−(q−k−qm)u

≤ q−εeu
( ∞∑

k=−∞
ke−q−ku + 1

ε e log q−1

∞∑

k=−∞
e−q−ku

)
< ∞

where in the second inequality we performed the change of variables k = n − m and took

into account that m may be arbitrarily large and in the third, we used the facts qm ≤ 1 and

x e−x ≤ e−1 for x > 0. Since u > 0, the last two series are convergent since and we get an

estimate which is independent of m. So, using m → ∞, the desired function is uniformly

bounded near t = 0.

Lemma 4.1 assures that the Mellin transform of t 7→ Tr e−t |D| exists with the fundamental

strip (1,∞). The next lemma proves that the conditions of the Mellin inversion theorem [23,

Theorem 2] are met.

Lemma 4.2. For any t > 0 and any c > 0,

Tr e−t |D| = 1
2πi

∫ c+i∞

c−i∞
ds t−s Γ(s) ζD(s). (39)

Proof. Lemma 4.1 shows, that t 7→ Tr e−t |D| is indeed continuous and integrable. The analysis

we shall perform below shows that the fundamental strip may actually be extended to (0,∞)

since the integral
∫ c+i∞

c−i∞ ds t−s Γ(s) ζD(s) is convergent for any c > 0.

With

g(t) := Tr e−t |D| = 4
∞∑

n=1

n e−t|ω|[n]q ,

we have

M [g](s) = 4
∞∑

n=1

n
∫ ∞

0
ts−1e−t|ω|[n]q dt = 4Γ(s) |ω|−s

∞∑

n=1

n [n]−s
q dt = Γ(s) ζD(s)
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converges for any s ∈ C with R(s) > 0, so M [g](c+ iy) converges for any c > 0.

Thus, applying [23, Theorem 2],

g(t) = M−1[M [g]](t) = 1
2πi

∫ c+i∞

c−i∞
t−sM [g](s) ds = 1

2πi

∫ c+i∞

c−i∞
ft(s) ds,

for all t > 0 where ft(s) := t−s Γ(s) ζD(s). The infinite number of poles on vertical lines at

−N do not pose a problem, because of Corollary 1 of Theorem 2 in [23] (compare also with

Example 12 therein).

Guided by the Example 12 of [23], we shall now prove that the right hand side of (39) is

in fact a sum of residues of the integrand:

Proposition 4.3. For any t > 0,

Tr e−t |D| =
∑

s0∈(Sd1 ∪−N)

Res
s=s0

t−s ζD(s) Γ(s).

Proof. Let us close the integration contour of the right hand side of (39) as shown on the

R(s)

iℑ(s)

0

c+ iR̃

c− iR̃

−R + iR̃

−R− iR̃

IH+

IH−

IV c

figure where we have set

R̃ := ηR,

η := − 2π
log q

> 0

and the crosses are the poles of

the function

ft(s) = t−s Γ(s) ζD(s).

We shall increase the value of

R in a discrete way R = N + 1
2
,

with N ∈ N for the contour to

avoid the poles.

Using Lemma 4.2 and the Residue Theorem, we have

Tr e−t |D| = lim
R→∞


 ∑

α∈SR

Res
s=α

ft(s) + IH+(R) + IH−(R) + IV (R)




=
∑

s0∈(Sd ∪−N)

Res
s=s0

ft(s) + lim
R→∞

(IH+(R) + IH−(R) + IV (R)) ,

where SR denotes the set of poles of f lying inside the rectangular contour of integration. The

second equality is sound whenever both the infinite series of residues and the contour integrals
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converge. Note, that the the first equality is true by Lemma 4.2, so if the contribution of

the contour integrals is finite in the R → ∞ limit, then the infinite sum of residues must be

finite as well, so the series of residues converges. In particular, to demonstrate the statement

of the lemma we shall show that

lim
R→∞

|IH±(R)| = lim
R→∞

|IV (R)| = 0. (40)

We will need a control of the Γ-function on vertical and horizontal lines: using the ex-

pression for the logarithm of the Gamma function [44, eq. (2.1.1)] we have

Γ(z) = (2π)1/2 e−z zz−1/2eΩ(z), for | arg(z)| < π. (41)

Writing down the real and imaginary parts explicitly, we obtain

|Γ(x+ iy)| = (2π)1/2 e−x
∣∣∣(x+ iy)x−1/2+iy

∣∣∣
∣∣∣eΩ(x+iy)

∣∣∣

= (2π)1/2 e−x−y arg(x+iy) (x2 + y2)x/2−1/4
∣∣∣eΩ(x+iy)

∣∣∣

= (2π)1/2 e−x−|y| | arg(x+iy)| (x2 + y2)x/2−1/4
∣∣∣eΩ(x+iy)

∣∣∣ . (42)

Note that since the remainder term Ω can be written as [44, eq. (2.1.2)]

Ω(z) = 2
∫ ∞

0

arctan(t/z)
e2πt−1

dt, for R(z) > 0,

we have
∣∣∣eΩ(z)

∣∣∣ = eR (Ω(z)) ≥ 1, for R(z) > 0. So, using (42), a lower bound on |Γ(z)| can be

given: |Γ(x+ iy)| ≥ (2π)1/2e−x−|y|| arg(x+iy)|(x2 + y2)x/2−1/4, for x > 0. Hence

|Γ(x+ iy)|−1 ≤ (2π)−1/2 ex+|y| | arg(x+iy)| (x2 + y2)−x/2+1/4, for x > 0. (43)

Let us first start with the estimation of |IH±(R)| for large positive R.

|IH±(R)| =

∣∣∣∣
∫ c

−R
ft(x± iR̃) dx

∣∣∣∣ ≤ 4
∫ c

−R
dx (1−q2

|w| t
)x

∞∑

n=0

|Γ(x+n±iR̃)|
n!

q2n

|1−qx±iR̃+2n|2
.

We have

∣∣∣1 − qx±iR̃+2n
∣∣∣
2

=
∣∣∣1 − qx+2n±2πi(N+1/2)/ log q

∣∣∣
2

= (1 + qx+2n)2 ≥ 1 ,

so

|IH±(R)| ≤ 4
∫ c

−R
dx (1−q2

|w|t )x
∞∑

n=0

q2n

n!
|Γ(x+ n ± iR̃)|.

Application of formula (42) gives

|IH±(R)| ≤ 4
√

2π
∫ c

−R
dx ( 1−q2

|w| t e
)x

∞∑

n=0

e−n q2n

n!

(
(x+ n)2 + R̃2

)(x+n)/2−1/4
e−R̃ | arg(x+n±iR̃)|

∣∣∣∣e
Ω(x+n+iR̃)

∣∣∣∣ .
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The remainder term can be given the following estimate [44, eq. (2.1.5) with n = 1 and

eq. (2.1.6)] where we assume R̃ > 1:
∣∣∣Ω(x+ n± iR̃)

∣∣∣ ≤ 1

12 cos2(
1
2

arg(x+n±iR̃)) |x+n±iR̃|
≤ 1

12 sin2(
1
2

arctan η ((x+n)2+R̃2)
1/2

≤ c(q)

(x2+1)1/2 , (44)

with c(q) := (12 sin2(1
2

arctan η))−1 > 0; since −R ≤ −R + n ≤ x+ n, the second inequality

comes from

cos2
(

1
2

arg(x+ n± iR̃)
)

≥ cos2
(

1
2

arg(−R± iR̃)
)

= cos2
(

1
2
(±π ∓ arctan η)

)

= sin2(1
2

arctan η).

Without the loss of generality, we can assume c = 1/2 so that x/2 − 1/4 ≤ 0.

Since (x+ n)2 + R̃2 ≥ R̃2 and with the abbreviation v := 1−q2

|w| t e
,

|IH±(R)| ≤ 4
√

2π
∫ 1/2

−R
dx vx R̃x−1/2 ec(q)(x2+1)−1/2

S(x, R̃)

≤ 4
√

2π ec(q) R̃−1/2
∫ 1/2

−R
dx (vR̃)x S(x, R̃)

where

S(x, R̃) :=
∞∑

n=0

e−n q2n

n!

(
(x+ n)2 + R̃2

)n/2
e−R̃ | arg(x+n±iR̃)|

≤
∞∑

n=0

e−n q2n

n!

(
(x+ n)2 + R̃2

)n/2
e−R̃ | arg(

1
2

+n±iR̃)|,

and in the second line we have used the fact that for any n ≥ 0 and −R ≤ x ≤ 1
2

we get

| arg(x+ n ± iR̃)| ≥ | arg(1
2

+ n ± iR̃)|.
Let us now divide the series of S on n into two pieces: n ≤ R− 1

2
and n ≥ R + 1

2
(recall

that we have assumed that R = N + 1
2
, with N ∈ N). For the first of those we have

R−1/2∑

n=0

e−n q2n

n!

(
(x+ n)2 + R̃2

)n/2
e−R̃| arg(

1
2

+n±iR̃)|

≤ e−R̃| arg(R±iR̃)|
R−1/2∑

n=0

e−n q2n

n!

(
(x+ n)2 + R̃2

)n/2

≤ e−R̃ arctan(η)
R−1/2∑

n=0

e−n q2n

n!

(
(R + n)2 + R̃2

)n/2

≤ e−R̃ arctan(η)
R−1/2∑

n=0

e−n q2n

n!

(
(2R)2 + R̃2

)n/2

≤ e−R̃ arctan(η)
∞∑

n=0

e−n q2n

n!

(
(4 + η2)R2

)n/2

= exp
(

−R
(
η arctan(η) − e−1q2

√
4 + η2

))
= e−ηF (η)R,
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with F (η) := arctan(η) − e−1−4π/η
√

1 + 4
η2 , since η = − 2π

log q
.

Note that F (η) > 0 when η > 0 (this can be checked by using Reduce[F [η−1] > 0, η] in

Mathematica [40]), so F
(
η(q)

)
> 0, for 0 < q < 1.

To proceed with the remainder of the series, we remark that, since x ∈ [−R, 1/2], for

R < n ∈ N we get: 0 < −R + n ≤ x+ n ≤ 1/2 + n < n+ 1, so:

(x+ n)2 + R̃2 ≤ (n + 1)2 + R̃2, for n > R, x ∈ [−R, 1
2
], (45)

Now, using the fact (45) and the formula (43) for n! = Γ(n+ 1) we obtain

∞∑

n=R+1/2

e−n q2n

n!

(
(x+ n)2 + R̃2

)n/2
e−R̃ | arg(

1
2

+n±iR̃)|

≤
∞∑

n=R+1/2

e−n q2n

n!

(
(n + 1)2 + R̃2

)n/2
e−R̃ | arg(

1
2

+n±iR̃)|

≤
∞∑

n=R+1/2

e−n q2n

Γ(n+1)

(
(n + 1)2 + R̃2

)(n+1)/2
e−R̃ | arg(1+n±iR̃)|

≤ e√
2π

∞∑

n=R+1/2

q2n (n+ 1)−(n+1)+1/2
(
(n+ 1)2 + R̃2

)(n+1)/2
e−R̃ | arg(1+n±iR̃)|

≤ e√
2π

∞∑

n=R+1/2

√
n+ 1 q2n

(
1 +

(
R̃/(n+ 1)

)2
)(n+1)/2

e−R̃ arctan(R̃/(n+1))

= e√
2π

∞∑

n=R+1/2

√
n + 1 q2n e

n+1
2

log

(
1+(

R̃
n+1

)2

)
−R̃ arctan(

R̃
n+1

)

= e√
2π

∞∑

n=R+1/2

√
n + 1 q2n e−R̃ G(R̃/(n+1))

with G(y) := arctan y− 1
y

log(1 + y2). The function G turns out to be positive for any y > 0

(with limy→∞G(y) → π/2). So we can write

∞∑

n=R+1/2

√
n+ 1 q2n e

−R̃ G(
R̃

n+1
) ≤

∞∑

n=R+1/2

(n+ 1) q2n = q2R+1( 1
1−q2 R + 3−q2

2(1−q2)2 ) ≤ c̃(q)Rq2R,

with a constant c̃ depending only on q.

Finally, putting the two parts of the series together, we obtain

|IH±(R)| ≤ 4
√

2πec(q)R̃−1/2
∫ 1/2

−R
dx (vR̃)x

(
e−η F (η) R + c̃(q)Rq2R

)
,

and

lim
R→∞

|IH±(R)| ≤ lim
R→∞

4
√

2πec(q)R̃−1/2
(
e−η F (η) R + c̃(q)Rq2R

)
1

log(vR̃)

(
(vR̃)1/2 − (vR̃)−R

)

≤ lim
R→∞

const. R
log R

e−H(q) R = 0,
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where H(q) > 0 for any 0 < q < 1.

Thus the contribution of the integrals along the horizontal lines vanish.

Let us now focus on the vertical line. We have

|IV (R)| ≤
∫ R̃

−R̃
dy |ft(−R + iy)| ≤ 4tR

∫ R̃

−R̃
dy |Γ(−R + iy)| |ζD(−R + iy)|.

Since R = N + 1
2
, with N ∈ N and for any 0 < q < 1

min{(1 − q3/2)2, (1 − q1/2)2, (1 − q−1/2)2, (1 − q−3/2)2} = (1 − √
q)2,

we have using (19)

|ζD(−R + iy)| ≤ 4(1 − √
q)−2 (1−q2

|w| )−R (1 − q2)−|R+iy|.

As |Γ(x+ iy)| ≤ |Γ(x)| [42, Ex. 1.4, p. 38], we can estimate

|IV (R)| ≤ 4(1 − √
q)−2νR

∫ R̃

−R̃
dy |Γ(−R + iy)| (1 − q2)−|R+iy|

≤ 4(1 − √
q)−2νR 2R̃ |Γ(−R)| (1 − q2)−

√
1+η2R,

with the abbreviation ν := |w| t
1−q2 > 0.

To estimate |Γ(−R)|, we shall use the Euler reflection formula [44, eq. (2.1.20)]

|Γ(−R)| = 1
|Γ(1+R)|

π
| sin(π(−R))| = π

|Γ(1+R)| ≤
√

π
2
e1+R|1 +R|−R−1/2 ≤

√
π
2
e eRR−R−1/2

where we have used the fact that R = N + 1
2

and the formula (43).

Hence, finally we obtain

|IV (R)| ≤ 4
√

2πe(1 − √
q)−2 νR eR R̃ (1 − q2)−

√
1+η2RR−R−1/2 −−−→

R→∞
0.

The heavy dumping R−R assures that the contribution from the vertical part of the contour

integral will vanish in the limit R → ∞ independently of the values of q and t.

We have thus shown that (40) holds true and completed the proof of the proposition.

We have shown that the trace of the heat operator e−t|D| is given by a (doubly infinite)

sum of residues of the function s 7→ t−s Γ(s) ζD(s). In order to present the result in a compact

form it will be convenient to introduce some special functions. Let us take the Bessel functions

of first kind,

Jν(z) :=
∞∑

k=0

(−1)k

k! Γ(ν+k+1)
(1

2
z)2k+ν , z, ν ∈ C, (46)

and introduce new special functions, defined for z, ν ∈ C and n ∈ N

J̃ (n)
ν (z) := ∂n

∂αn

[
(1

2
z)−αJα+ν(z)

]∣∣∣
α=0

=
∞∑

k=0

(−1)k

k!
(1

2
z)2k+ν

(
∂n

∂αn
1

Γ(k+α+ν+1)

)
|α=0 . (47)
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By (43) we have

1
Γ(k+ν+1)

∼
k→∞

ek |k + ν + 1|−k−ν−1/2,

for any k ∈ N, ν ∈ C and | arg(k + ν + 1)| < π. Moreover, we have the following large

argument behaviour of polygamma functions

ψ(z) = log z + O(z−1), ψ(n)(z) = (−1)n+1 Γ(n)
zn + O(zn−1).

We conclude that for large k we have

(
∂n

∂αn
1

Γ(k+α+ν+1)

)
|α=0 ∼

k→∞
(−1)n
√

2π
ek |k + ν + 1|−k−ν−1/2 logn k,

hence the power series defining J̃ (n)
ν have infinite radius of convergence for any n ∈ N and

any ν ∈ C.

Now we are ready to state the main result concerning the trace of heat operator associated

with D.

Theorem 4.4. For any t > 0 and 0 < q < 1, the trace of the heat operator associated with

D has the following form

Tr e−t |D| = 1
log2 q

[
g(t) log2 t+

(
h0(t) +

∑

a∈Z∗

ha(t)
)

log t+ c0(t) +
∑

a∈Z∗

ca(t)
]

+
∞∑

n=1

dn t
2n (48)

where the coefficients are defined by

g(t) := 2J0(2ut) ,

h0(t) := 4 log u J0(2ut) + 4J̃
(1)

0 (2ut) ,

c0(t) :=
(
2 log2 u+ 2

3
π2 − 1

3
log2 q

)
J0(2ut) + 4 log u J̃

(1)
0 (2ut) + J̃

(2)
0 (2ut) ,

ha(t) := −i4π Ji ã(2ut) 1
sinh(πã)

,

ca(t) := −i4π J̃ (1)
i ã (2ut) 1

sinh(πã)
+ 4π2 Ji ã(2ut) coth(πã)

sinh(πã)
,

dn := 4
(

u
q

)2n
2n∑

k=0, k 6=n

(−1)k

k!(2n−k)!
q2k (1 − q2(k−n))−2 ,

with
ã := 2π

log q
a, u := |w| q

1−q2 > 0 .

Before proving the above result let us make few remarks.

Remark 4.5. Reappearance of log t-terms:

The function J̃
(1)
0 can be expressed in terms of standard Bessel functions, namely

J̃
(1)
0 (z) = ∂

∂α

[
(1

2
z)−αJα(z)

]∣∣∣
α=0

= − log( z
2
) J0(z) + ∂

∂α

[
Jα(z)

]∣∣∣
α=0

= − log( z
2
) J0(z) + π

2
Y0(z) (49)
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where Y0 := 2
π

∂
∂ν
Jν |ν=0 is the Bessel function of the second kind of order 0 [42, p. 243].

However, for arbitrary n ∈ N and ν ∈ C the expansion of J̃ (n)
ν in terms of known functions,

if possible at all, would only obscure the properties of newly defined functions. The reason

is that the formula (49) suggests that J̃
(1)
0 (z) is singular at z = 0 due to the presence of

log( z
2
) term. But the behaviour of Y0(z) near z = 0+ is also logarithmic [42, p. 243] and both

singularities precisely cancel out, so that J̃
(1)
0 (z) is regular at z = 0 and

J̃
(1)
0 (0) = γ,

where γ denotes the Euler gamma constant. Similarly we have

J̃
(2)
0 (0) = γ2 − π2

6
.

On the other hand, for purely imaginary ν, the functions J̃ (n)
ν including n = 0 - the standard

Bessel function, are not regular at z = 0. Near z = 0 we have Jν(z) =
(

z
2

)ν
1

Γ(ν+1)
(1 + O(z2))

[42], so the behaviour at the origin is oscillatory. This behaviour is reflected by the coefficients
∑

a∈Z∗ ha(t) and
∑

a∈Z∗ ca(t) in the formula (48). However, those oscillations are bounded since
∑

a∈Z∗ ha(t) and
∑

a∈Z∗ ca(t) converge for any t > 0.

This shows that our decomposition in (48) in terms of the J̃ (n)
ν -functions is convenient

since it clearly singles out the different parts of the trace of the heat kernel operator: the

singular one is proportional to log t and log2 t, the oscillatory one is
∑

a∈Z∗ ca(t) while the

remainder is regular at t = 0. It is also convenient to separate this remainder in c0(t) and
∑∞

n=1 dnt
2n, since they are of different origin as will become clear in the course of the proof.

Let us also mention that the oscillatory behaviour of the heat kernel for the standard Podleś

sphere has been detected in [41, Lemma 3.4] in the context of a twisted version of the index

theorem.

Remark 4.6. About the reappearance of complex numbers:

Since Tr e−t |D| is a real function of t, one may be worried about the appearance of complex

numbers in coefficients ha(t) and ca(t). However, the imaginary parts of ha(t) and ca(t)

are antisymmetric in a, hence will cancel out in (48) because of summation over a ∈ Z∗.

Indeed, the definition (47) of functions J̃ (n)
ν involve Γ functions of a complex argument and

ℑ(Γ(z)) = −ℑ(Γ(z)) and R(Γ(z)) = R(Γ(z)) for any z ∈ C. By combining this fact with

the parity of hyperbolic functions, we get the desired result.

Remark 4.7. All series in (48) are absolutely convergent:

This remark concerns the convergence of the series
∑

a∈Z∗ ha(t),
∑

a∈Z∗ ca(t) and
∑∞

n=1 dnt
2n.

As we mentioned at the beginning of the proof of Proposition 4.3, a finite (equal to 0 in

particular) contribution from the contour integral guarantees that the sum of residues is

finite for all t > 0. It turns out, that those series are in fact absolutely convergent for any

fixed t as we shall show below.
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Let us first investigate the behaviour of Bessel functions Ji ã for large ã: as ν tends to ∞
in the sector | arg ν| < π, we have the following expansion (compare with [42, p. 374])

Jν(z) = 1
Γ(1+ν)

(1
2
z)ν

(
1 + O

(
1
ν

))
, for |ν| ≫ |1

2
z|2, z ∈ C (50)

which follows from

1
Γ(ν+k+1)

= 1
(ν+k)...(ν+1)Γ(ν+1)

= ν−k

Γ(1+ν)

(
1 + O

(
1
ν

))
, ∀k ∈ N,

and can be used in (46). From Euler reflection formula

Γ(z) Γ(1 − z) = π
sin πz

for any z ∈ C \ Z, (51)

we deduce the following

|Γ(1 + iã)|2 = Γ(1 + iã) Γ(1 − iã) = iãΓ(iã) Γ(1 − iã) = πã
sinh(πã)

.

So we finally get, assuming (ut)2 < ã by (50)

|ha(t)| =
∣∣∣ 4π (ut)iã

Γ(1+iã) sinh(πã)

∣∣∣
(
1 + O(ã−1)

)
= 4π√

πã sinh(πã)

(
1 + O(ã−1)

)
,

what guarantees the absolute convergence of
∑

a∈Z∗ ha(t).

We now pass on to the analysis of the coefficients ca(t). For the digamma-function ψ that

appears in the J̃
(1)

ĩa
function (47), the following recurrence relation holds: ψ(z+1) = ψ(z)+z−1

thus ψ(ν + k+ 1) = ψ(ν) + O(ν−1). As a consequence of the latter and the previous analysis

for Jν , we get

J̃ (1)
ν (z) = − 1

Γ(ν+1)
(1

2
z)ν ψ(ν)

(
1 + O(ν−1)

)
, for |ν| ≫ |1

2
z|2, z ∈ C.

The digamma function behaves logarithmically for large |z|: ψ(z) = log(z) + O(z−1) [42, p.

39]. Thus

|ψ(iã)| =
√

(log |ã|)2 + π2

4
+ O(ã−1) = log |ã| + O

(
log−1 |ã|

)
,

and we arrive at the conclusion

|ca(t)| = 4π log |ã|√
πã sinh(πã)

(
1 + O(log−1 |ã|)

)
, for t <

√
ãu−1,

showing that
∑

a∈Z∗ ca(t) is indeed absolutely convergent.

Finally, let us address the problem of convergence of series
∑∞

n=1 dnt
2n. We have

∞∑

n=1

|dn t
2n| ≤ 4

∞∑

n=1

(
ut
q

)2n
2n∑

k=0, k 6=n

1
k!(2n−k)!

q2k

(1−q2(k−n))
2 .
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Let us split the sum over k into two parts: 0 ≤ k ≤ n − 1 and n + 1 ≤ k ≤ 2n. The first

inequality implies that (1 − q2(k−n))−2 ≤ (1 − q−2)−2, so

n−1∑

k=0

1
k!(2n−k)!

q2k

(1−q2(k−n))
2 ≤ 1

(1−q−2)2

n−1∑

k=0

q2k

k!(2n−k)!
< 1

(1−q−2)2

∞∑

k=0

q2k

k!(2n−k)!
= 1

(1−q−2)2
(1+q2)2n

(2n)!
.

Similarly, n + 1 ≤ k ≤ 2n ⇒ (1 − q2(k−n))−2 ≤ (1 − q2)−2, so

2n∑

k=n+1

1
k!(2n−k)!

q2k

(1−q2(k−n))
2 ≤ 1

(1−q2)2

2n∑

k=n+1

q2k

k!(2n−k)!
≤ 1

(1−q2)2

∞∑

k=0

q2k

k!(2n−k)!
= 1

(1−q2)2
(1+q2)2n

(2n)!
.

Hence, by putting the two parts back together we obtain the following estimate

∞∑

n=1

|dn t
2n| ≤ 4 1+q4

(1−q2)2

∞∑

n=1

1
(2n)!

(
ut(1+q2)

q

)2n
= 4 1+q4

(1−q2)2

(
cosh(|w|1+q2

1−q2 t) − 1
)
, ∀t > 0.

So
∑∞

n=1 dn t
2n is indeed absolutely convergent for any fixed t.

Remark 4.8. About the existence of log-terms:

The presence in (48) of log-terms is not a surprise: in [26, eq. (1.1)], the asymptotics of the

heat trace

Tr e−t P ∼
t→0

∞∑

l=0

al(P ) t(l−m)/d + log t
∞∑

k=1

bk(P ) tk (52)

is recalled for a classical positive elliptic pseudodifferential operator P of order d on a vector

bundle on a m-dimensional compact smooth manifold.

The coefficients bk(P ) = Res
s=−k

(s+ k) Γ(s) ζP (s) correspond to the poles or order one of ζP at

the point s ∈ −N. So, even if in (52), we could forget these terms since limt→0 t
k log t = 0,

they pop up when one wants to get an exact heat trace formula and not only its asymptotics.

Recall that here, ζD has poles of order two on negative integers.

Proof of Theorem 4.4. By the Proposition 4.3 we have

Tr e−t |D| =
∑

s0∈(Sd1 ∪−N)

Res
s=s0

t−s ζD(s) Γ(s),

and we obtain the following structure of the heat-trace using Mathematica [40]:

Tr e−t |D| =
∑

α∈Sd1

2∑

n=0

aα,n (log t)n t−α +
∞∑

n=0

d̃n t
n (53)

:= 1
log2 q

[ ∑

m∈N

gm (ut)2m log2 t+
∑

m∈N

∑

a∈Z

hm,a (ut)
2m+

2πi
log q

a
log t

+
∑

m∈N

∑

a∈Z

cm,a (ut)
2m+

2πi
log q

a
]

+
∞∑

n=0

d̃n t
n. (54)
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It should be stressed that the residues at real poles should be computed separately from

the complex ones. The reason is that the function Γ(s + n) appearing in the formula (16)

is singular at s = −2m, but regular at s = −2m + 2πi
log q

a for any a ∈ Z∗. Note that Γ(s)−1,

which cancels the third order pole in the ζD-function is suppressed by Γ(s) from the inverse

Mellin transform (39). In particular, this means that the residues at complex poles do not

contribute to the log2 t term in (48). Moreover, it is convenient to consider separately the

residues at s ∈ −N resulting from the singular part of the Γ-function. This is because our

ζD-function (16) is an infinite series and for m ∈ N we have

Res
s=−2m

t−s Γ(s) ζD(s) = 4 Res
s=−2m

(ut)−s
∞∑

n=0

Γ(s+n)
Γ(n+1)

qs+2n

(1−qs+2n)2

= 4 Res
s=−2m

(ut)−s Γ(s+m)
Γ(m+1)

qs+2m

(1−qs+2m)2

+ 4(utq−1)2m
2m∑

n=0,n 6=m

1
Γ(n+1)

q2n

(1−q2(n−m))
2 Res

s=−2m
Γ(s+ n),

Res
s=−2m−1

t−s Γ(s) ζD(s) = 4(utq−1)2m+1
2m+1∑

n=0

1
Γ(n+1)

q2n

(1−q2(n−m)−1)
2 Res

s=−2m−1
Γ(s+ n).

Precise formulas for the coefficients are obtained with Mathematica

gm = (−1)m2
(m!)2 , (55)

hm,0 = (−1)m4
(m!)2

(
log u− ψ(0)(m+ 1)

)
, (56)

cm,0 = (−1)m

3(m!)2

[
6 log2 u− log2 q + 2π2 − 12 log(u)ψ(0)(m+ 1)

+ 6ψ(0)(m+ 1)2 − 6ψ(1)(m+ 1)
]
, (57)

hm,a = − 4
m!

Γ(−m− i 2π
log q

a) , (58)

cm,a = − 4
m!

Γ(−m− i 2π
log q

a)
(

log u− ψ(0)(−m− i 2π
log q

a)
)
, (59)

d̃n = 4
(

u
q

)n
n∑

k=0,k 6=n/2

(−1)n−k

k!(n−k)!
q2k(1 − q2k−n)−2 , (60)

where ψ(n) stands for polygamma-functions of order n.

Using the definition of modified Bessel functions of first type (47), the Euler’s reflection

formula and the fact that d̃0 = d̃2n+1 = 0, one obtains the formula (48) with dn := d̃2n for

all n ∈ N. Since we have already commented on the convergence of series over a in (48), the

proof of Theorem 4.4 is now complete.

Let us summarize the origin of each term in the heat kernel expansion (48). The formula

(48) is obtained by computations of the residues of the function ft : s → t−sΓ(s)ζD(s). This

function has poles of third order at s ∈ −2N and second order ones at s ∈ −2N + 2πi
log q

Z∗.

The Laurent expansion at s = −2m ∈ −2N of the function ft is:

ft(s− 2m) = t−s+2m
(
γ−1

m
1

s−2m
+ γ0

m + γ1
m(s− 2m) + O((s− 2m)2)

)

×
(
ζ−2

m
1

(s−2m)2 + ζ−1
m

1
s−2m

+ ζ0
m + O(s− 2m)

)
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with some coefficients γi
j and ζ i

j. The following structure of coefficients (55–60) emerges:

• gm comes from ζ−2
m γ−1

m ;

• hm,0 comes from ζ−2
m γ0

m and ζ−1
m γ−1

m ;

• cm,0 comes from ζ−2
m γ1

m and ζ−1
m γ0

m;

• d̃n comes from ζ0
m γ

−1
m .

Similarly, near s = −2m+ 2πi
log q

a we have

ft(s− 2m+ 2πi
log q

a) = t
−s+2m− 2πi

log q
a ×

(
γ0

m,a + γ1
m,a(s− 2m+ 2πi

log q
a) + O((s− 2m+ 2πi

log q
a)2)

)

×
(
ζ−2

m,a
1(

s−2m+
2πi
log q

a

)2 + ζ−1
m,a

1

s−2m+
2πi
log q

a
+ ζ0

m,a + O(s− 2m+ 2πi
log q

a)
)
,

so

• hm,a comes from ζ−2
m,a γ

0
m,a;

• cm,a comes from ζ−2
m,a γ

1
m,a and ζ−1

m,a γ
0
m,a.

Let us note that for a compact Riemannian spin manifold of even dimension (like the

sphere S2 which has been deformed here) the zeta-function associated with the usual Dirac

operator is regular for arguments in Sd1 defined in (17) [25, Lemma 1.10.1], so only the

coefficients d̃n are “classical”.

4.1 About t → ∞
Lemma 4.9. We have the following behaviour

Tr e−t |D| ≤ c e−|ω| t for t ≥ 1. (61)

Proof. Recall that if A is a positive operator (possibly unbounded) with discrete spectrum

0 = λ0 < λ1 ≤ λ2 ≤ · · · such that Tr e−A < ∞, then Tr e−t A = d+ O(e−tλ1) for t ≥ 1 where

d := dim Ker(A): Tr e−t A = d+
∑∞

n=1 e
−t λn = d+e−t λ1

∑∞
n=1 e

−t (λn−λ1) ≤ d+e−t λ1c for t ≥ 1,

where c :=
∑∞

n=1 e
−(λn−λ1) = eλ1 Tr e−A < ∞.

Thus Tr e−t |D| ≤ c e−|ω| t for t ≥ 1, since λ1(|D|) = |ω|[1]q = |ω|.

The reader might be suspicious about the large t behaviour of the formula (48) since for

instance

g(t) log2 t ∼
t→∞

2√
uπ

cos(2ut− π
4
) log2 t√

t

which does not seem to be compatible with (61). But, in fact the term
∑∞

n=1 dn t
2n does cancel

exactly the logarithmic divergences, the constant terms and the oscillating part, giving the

expected exponential decay. This sounds surprising, but seems to be a generic property of

double exponential sums - see [23, Example 12].
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4.2 About q → 1

We are now interested in the behaviour of (48) when q → 1, so denote by Dq the operator

introduced in (11) and by D1 the usual Dirac operator on the 2-sphere times |w|.

Proposition 4.10. We get the following limit:

lim
q→1

Tr e−t |Dq| = Tr e−t |D1| for any t > 0.

Proof. Note that |D1| and |Dq| have the same eigenspaces so they commute. The eigenvalues

of |Dq| − |D1| are λn(q) := |w|([n]q − n) for n ∈ N∗. The following lemma implies that

|Dq| ↓ |D1| as q ↑ 1 and by the normality of the trace, Tr e−t |Dq| ↑ Tr e−t |D1|.

Lemma 4.11. For each n ∈ N∗, λn(q) is non-negative function of q which is strictly decreas-

ing to 0 when 0 < q ↑ 1.

Proof. We can take |w| = 1. With x = − log q ∈ [0,∞[,

λn(q) = sinh(n log q)−n sinh(log q)
sinh(log q)

= sinh(nx)−n sinh(x)
sinh(x)

is positive since both numerator and denominator are positive.

Moreover, λn(q) ∼
q→1

n3−n
6

log(q)2 > 0 for n ∈ N∗.

Note however, that the Theorem 4.4 holds only for 0 < q < 1, so one should not expect

to have a well-defined limit of the RHS of (48). The situation is somewhat similar to that

encountered in the case of SUq(2) [30].

4.3 Heat kernel for a simplified Dirac operator

The eigenvalues of the Dirac operator for the Podleś sphere D have exponential growth (13),

slightly modified by a bounded term. For this reason, it is often convenient to consider the

operator DS, which has a similar form as (11):

DS :=
(

0 w Ds
w Ds 0

)
, DS : |l,m〉 ∈ H1

2
→ q−(l+1/2)

q−1−q
|l,m〉 ∈ H1

2
. (62)

As diagonal operators, D and DS commute and are related by

D = DS −
(

|w|q
1−q2

)2 D−1
S .

The operator D−1
S is compact and trace-class, so it is obvious that taking DS instead of D

we preserve most of the properties of the spectral triple with the exception of the order-one

condition.
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Remark 4.12. The heat-trace expansion of |DS| and |D| are identical up to terms regular

at t = 0 since

0 < Tr e−t |D| − Tr e−t |DS | = O(t log2 t), for t > 0.

Proof. If X is a bounded selfadjoint operator, then limt→0
1
t

∥∥∥1 − e−tX
∥∥∥ ≤ ‖X‖. This is due

to
∥∥∥1 − e−tX

∥∥∥ =
∥∥∥
∑∞

n=1(−1)n tn

n!
Xn

∥∥∥ ≤ ∑∞
n=1

tn

n!
‖X‖n = et‖X‖ − 1. Now, we have

0 < Tr e−t |D| − Tr e−t |DS | = Tr
(
e−t |D| (1 − e−t (|DS |−|D|))

)
≤

∥∥∥1 − e−t(|DS |−|D|)
∥∥∥ Tr e−t |D|.

Since X = |Ds| − |D| is bounded, we know that above norm behaves like ‖|Ds| − |D|‖ t at

t → 0+. Therefore the limit at t → 0+ of the difference of heat-traces vanishes because, using

(48), both t log t as well as t log2 t vanish at t = 0.

Note that lim
q→1

∥∥∥e−t |DS |
∥∥∥ = 0 for any t > 0.

The corresponding version of (48) for the heat-trace of simplified Dirac operator is

Theorem 4.13. For any t > 0,

Tr e−t |DS| = 1
log2 q

[
2 log2(ut) + hS

(
log(ut)

)
log(ut) + cS

(
log(ut)

)]
+R(ut)

where u = |w| q
1−q2 and hS, cS are the following periodic bounded C∞-functions on R

hS(x) := 4γ − 4
∑

a∈Z∗

Γ( 2πi
log q

a) e2πiax, (63)

cS(x) := 1
3
(π2 + 6γ2 − log2 q) − 4

∑

a∈Z∗

Γ(− 2πi
log q

a)ψ(0)( 2πi
log q

a) e2πiax, (64)

while R(ut) is the regular part (with lim
t→0

R(ut) = 0):

R(x) =
∞∑

m=1

(−1)m q−m

(m)!(1−q−m)2 x
m.

Proof. As the proof goes directly along the lines of previous Theorem 4.4, we skip most of the

arguments, which can be easily repeated. The meromorphic extension of the zeta-function

associated with DS reads

ζDS
(s) = 4

|ω| (1 − q2)s (1 − qs)−2,

which is precisely the n = 0 term of (16). Thus, the residues related to the poles of ζDS
are

just the coefficients of (55–59) with m = 0:

g0 = 2,

h0,0 = 4 log u+ 4γ,

c0,0 = 2 log2 u+ 1
3
π2 − 1

3
log2 q + 4 log uγ + 2γ2,

h0,a = −4Γ(−i 2π
log q

a),

c0,a = −4Γ(−i 2π
log q

a)
(
log u− ψ(0)(−i 2π

log q
a)

)
.
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This agrees with the formulae (63–64) and the coefficients (55–59) and with Remark 4.12,

since the coefficients with m > 0 contribute to the heat kernel with coefficients proportional

to tm.

The leading non-oscillatory parts of the heat kernel expansion of |DS| come from the

residue at s = 0 of ft(s) = t−sΓ(s)ζDS
(s), whereas the oscillatory parts arise from the poles

along the imaginary axis. Since the Γ-function is rapidly decreasing along the imaginary axis

for both its real and imaginary parts, the resulting periodic function is a bounded periodic

C∞-function on R.

Finally, the term R(t) results from the residues of ft(s) at s = −n ∈ −N+, which can be

obtained by taking only the k = 0 part from the formula (60).

5 Spectral action

The spectral action for a spectral triple is defined as a functional on the space of all admissible

Dirac operators:

S := Tr f (|D|/Λ) , (65)

where 0 < Λ is a cut-off and f is a (positive) smooth cut-off function [6]. The formula

(65), although simple in its form, is difficult to calculate exactly due its non-local character.

Recently, some tools have been developed [8,38,39] to perform non-perturbative computations

of spectral action. Unfortunately, the fundamental assumption about the eigenvalues of the

Dirac operator (polynomial growth) is not satisfied for the Podleś sphere, so we cannot use

those methods. However, since we have at hand an exact formula for the heat kernel (48) we

can use the (distributional) Laplace transform to compute the spectral action exactly.

Let us also mention, that the usual asymptotic expansion of the spectral action (65) for

large Λ is [6]

S ∼
Λ→+∞

∑

k∈Sd+

fk Λk
∫
− |D|−k + f(0) ζD(0) + O(Λ−1), (66)

and such behaviour cannot hold for the standard Podleś sphere, since the spectral triple

neither has a simple dimension spectrum nor is regular.

5.1 Spectral action computation

To be able to use the results on the heat kernel of D, we have to put some restrictions on

the regularizing function f .

Denote the Laplace transform of a measure dφ by

L(dφ)(x) :=
∫ ∞

0
e−sx dφ(s), for x ∈ R+.
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Definition 5.1. Let C be the set of functions f = L(dφ) where dφ is a non-negative (not

necessarily finite) Borel measure on R+, such that

∫ ∞

0
es t dφ(s) < ∞, for any t ≥ 0. (67)

By the Hausdorff-Bernstein-Widder theorem [49, p. 160], when dφ is finite, f = L(dφ)

always exists (independently of (67)) and is a completely monotonic function (see also [31]

for definition and properties). Let us stress that dφ is allowed to have support of Lebesgue

measure 0, so the class C contains

f(x) = p(x) e−ax, with a > 0 and p(x) =
d∑

k=0

ck x
k with ck ≥ 0, so dφ =

d∑

k=0

ck δ
(k)
a .

In particular, the heat operator case corresponding to f(x) = e−t x for t > 0 is included in C.

All of the functions f resulting from a Laplace transform of positive Borel measures dφ with

compact support in ]0,∞[ are encompassed by C since for these, the constraint (67) is clearly

satisfied. As an example take for instance

f(x) = 1
x
(e−ax − e−bx), with 0 < a < b, so dφ(s) = Θ(s− a) − Θ(s− b).

In fact, any function f in this subclass is of the form

f(x) = 1
x

∑

n

(e−anx − e−bnx), with 0 < a0 < b0 < a1 < b1 < . . . ,

where the sum over n might be infinite whenever it is convergent for any x > 0.

Moreover, C contains other functions like for instance

f(x) = e
x2

4a

(
1 − erf( x

2
√

a
)
)
, where erf is the error function, so dφ(s) =

√
4a
π
e−as2

ds.

We now compute the spectral action, written with some energy scale Λ even if the result

is not asymptotic but exact.

Theorem 5.2. For f ∈ C and any Λ > 0, the spectral action on standard Podleś sphere S2
q

reads

Tr f (|D|/Λ) =
∑

α∈Sd1

2∑

p=0

aα,p

p∑

k=0

(−1)p−k
(

p
k

)
fα,k (log Λ)p−k Λα (68)

=
∑

m∈N

∑

n∈Z

2∑

p=0

a−2m+
2πi
log q

n,p

p∑

k=0

(−1)p−k
(

p
k

)
f−2m+

2πi
log q

n,k
(log Λ)p−k Λ

−2m+
2πi
log q

n

where fα,k :=
∫ ∞

0 s−α logk(s) dφ(s) and f = L(φ). The coefficients

aα,p := p! Res
s=α

(
(s− α)p Γ(s) ζD(s)

)
(69)
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are related to formulas (55–59) by (recall that u = |w| q
1−q2 ):

aα,2 = u−α

log2 q
gm

aα,1 = u−α

log2 q
hm,0

aα,0 = u−α

log2 q
cm,0 + dm





for α = −2m ∈ −2N, (70)

aα,2 = 0

aα,1 = u−α

log2 q
hm,−n

aα,0 = u−α

log2 q
cm,−n





for α = −2m+ 2πi
log q

n, with m ∈ N, n ∈ Z∗. (71)

Proof. Since f = L(dφ), we can write formally f(t|D|) =
∫ ∞

0 e−st |D| dφ(s) for t > 0.

By Theorem 4.4 and Lemma 4.9, we know that there exist non-negative constants ci and s0,

s1 such that

0 < Tr e−s|D| ≤



c1 log2 s for 0 < s < s0,

c2 e
−c3 s for s > s1.

(72)

By the assumption (67) both
∫ s0

0 log2(s) dφ(s) and
∫ ∞

s1
e−c3 s dφ(s) are finite since log2 is

integrable at the origin, so f(|D|) is trace-class since Tr
(
f(|D|)

)
≤ ∫ ∞

0 Tr(e−s |D|) dφ(s) < ∞.

Moreover, the trace being normal, Tr
(
f(t|D|)

)
=

∫ ∞
0 Tr e−st |D| dφ(s).

Using (54) with coefficients aα,p given by the formulas (70, 71), we obtain

Tr e−st |D| =
∑

α∈Sd1

2∑

p=0

aα,p logp(st) (st)−α

=
∑

α∈Sd1

2∑

p=0

aα,p

p∑

k=0

(
p
k

)
logp−k(t) (st)−α logk(s). (73)

Now, to obtain the formula (68) we need to commute the integral over s with the sum

over α. To this end we resort to Lebesgue dominated convergence theorem, which needs a

uniform bound of the absolute value of the partial sums.
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For the coefficients (55–60) we obtain the following estimates with η = − 2π
log q

:

|gm| = 2
(m!)2 ,

|hm,0| = 4
(m!)2 |log u− ψ(m+ 1)| ≤ 4

(m!)2 (| log(u)| + |ψ(1)| (m+ 1)) ,

|cm,0| = 1
3(m!)2

∣∣∣6 log2 u− log2 q + 2π2 − 12 log(u)ψ(m+ 1)

+ 6ψ(m+ 1)2 − 6ψ(1)(m+ 1)
∣∣∣

≤ 1
3(m!)2

(
6| log2 u| + log2 q + 2π2 + 12| log(u)| |ψ(1)| (m+ 1)

+ 6ψ(1)2 (m+ 1)2 + 6ψ(1)(1)
)
,

|hm,n| = 4
m!

|Γ(−m− iη n)| ≤ 4
√

2π
m!

(
m2 + η2n2

)−m/2−1/4
e−πηn/2 e1/(6

√
m2+η2n2)

≤ 4
√

2π
m!

(
m2 + η2

)−m/2−1/4
e−πηn/2 e1/6m,

|cm,n| = 4
m!

∣∣∣Γ(−m− iη n)
(

log u− ψ(−m− iη n)
)∣∣∣

≤ 4
√

2π
m!

(
m2 + η2

)−m/2−1/4
e−πηn/2 e1/6m (| log u| + |ψ(iη)| (m+ 1 − η|n|)) ,

|dn| ≤ 4 1+q4

(1−q2)2
1

(2n)!

(
u(1+q2)

q

)2n

where we have used [44, (2.1.19)], Remark 4.7 and rough estimates of polygamma functions

0 ≤ |ψ(x)| ≤ (x+ 1) |ψ(1)|, 0 < ψ(1)(x+ 1) ≤ ψ(1)(1), for x ≥ 0,

|ψ(−x− iηy)| ≤ |ψ(iη)|(x+ 1 + η|y|), for x ≥ 0, y ∈ Z∗

based on large argument behaviour of the latter (essentially, |ψ(z)| grows logarithmically

with |z| it is sufficient to bound it by its value at 0 multiplied by 1 + |R(z)| + |ℑ(z)|).
Now, let us provide a uniform bound for the absolute value of the partial sums of (73):

∣∣∣∣∣∣

M∑

m=0

N∑

n=−N

a−2m+iηn,p (st)2m−iηn

∣∣∣∣∣∣
≤

M∑

m=0

N∑

n=−N

|a−2m+iηn,p| (st)2m

≤
∞∑

m=0

∞∑

n=−∞
|a−2m+iηn,p| (st)2m =: Kp(st).

In view of formulas (70,71) and the estimations on (55–60) obtained above, we conclude

that the last power series has an infinite convergence radius and moreover, there exist con-

stants C1, C2 > 0 such that for any p ∈ { 0, 1, 2 }, we have

Kp(st) ≤ C1 e
C2 ts, for any t > 0.

Moreover, one can always refine the constants as to have Kp(st) | logk s| ≤ C̃1 e
C̃2ts valid for

any t > 0 and any k = 0, 1, 2. Thus, by the assumption (67), we have
∫ ∞

0
Kp(st)| logk s| dφ(s) ≤ C̃1

∫ ∞

0
eC̃2 ts dφ(s) < ∞
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for any t > 0 and any k, p = 0, 1, 2.

Hence, the conditions of Lebesgue dominated convergence theorem are met and we obtain

Tr
(
f(t|D|)

)
=

∫ ∞

0
Tr e−st |D| dφ(s) =

∑

α∈Sd1

2∑

p=0

aα,p

p∑

k=0

(
p
k

)
logp−k(t) t−α

∫ ∞

0
s−α logk(s) dφ(s)

and the result follows by setting t = Λ−1.

Remark that in (68), α ∈ C so Λα = ΛR(α)Λi ℑ(α) ∈ C exactly like in Theorem 4.4 where the

oscillations are hidden in the definitions of J̃
(n)

ĩa
.

In (68), the coefficients of the spectral action are computed in terms of the Laplace trans-

form of the function f . We postpone to the Appendix, the computation of these coefficients

directly in function of f .

Remark 5.3. Another presentation of the exact spectral action:

The formula (68) is particularly useful for comparison with the standard asymptotic ex-

pansion (66). On the other hand, if one does not insists on having an explicit power-like

expansion in Λ, one could use directly the exact formula (48) instead of (73) to obtain

Tr
(
f(|D|/Λ)

)
=

∫ ∞

0
Tr e−s |D|/Λ dφ(s)

=
1

log2 q


 log2 Λ

∫ ∞

0
g(s/Λ) dφ(s)

− log Λ
∫ ∞

0


g(s/Λ) log(s) + h0(s/Λ) +

∑

a∈Z

ha(s/Λ)


 dφ(s)

+
∫ ∞

0


2g(s/Λ) log2(s) + h0(s/Λ) log(s) +

∑

a∈Z

ha(s/Λ) log(s)

+ c0(s/Λ) +
∑

a∈Z

ca(s/Λ) + log2 q
∞∑

n=1

dns
2nΛ−2n





 dφ(s).

Let us note, that we do not have to satisfy the demanding conditions of the Lebesgue dom-

inated convergence theorem to derive the above formula. In fact, we only need the con-

vergence of all of above integrals for any Λ > 0, which includes
∫ s0

0 log2(s) dφ(s) < ∞ and
∫ ∞

s1
e−c3 s dφ(s) < ∞ by (72). So, the above formula is satisfied for a significantly larger class

of functions than C, which include for example

f(x) = (x+ a)−r for any a > 0, r > 0, with dφ(s) = Γ(r)−1 sr−1 e−as ds.
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since

∫ ∞

0
est dφ(s) = (a− t)−r, for any t < a,

∫ ∞

0
s−α dφ(s) = (a)α−rΓ(r−α)

Γ(r)
,

∫ ∞

0
s−α log s dφ(s) = (a)α−rΓ (r−α)

Γ(r)

(
ψ(0)(r − α) − log a

)
,

∫ ∞

0
s−α log2 s dφ(s) = (a)α−rΓ(r−α)

Γ(r)

(
ψ(1)(r − α) + [log a− ψ(0)(r − α)]2

)
.

Let us now compare the computed spectral action with the one for the simplified Dirac

operator (62). The notation is the same as in Theorem 5.2.

Proposition 5.4. For f ∈ C, the spectral action on standard Podleś sphere S2
q with the

simplified Dirac operator (62) reads

Tr f (|DS|/Λ)

=
∑

n∈Z

2∑

p=0

ã 2πi
log q

n,p

p∑

k=0

(−1)p−k
(

p
k

)
f 2πi

log q
n,k

(log Λ)p−k Λ
2πi
log q

n
+

∞∑

n=1

b̃nf−n,0Λ
−n, (74)

with

ã0,2 = g0

log2 q
, ã0,1 = h0,0

log2 q
, ã0,0 = c0,0

log2 q
, (75)

aα,2 = 0

aα,1 = u−α

log2 q
h0,−n

aα,0 = u−α

log2 q
c0,−n





for α = 2πi
log q

n, with m ∈ N, n ∈ Z∗ (76)

and b̃n = ( |ω|
1−q2 )n (−1)n

(n)!(1−q−n)2 .

It follows from Theorem 5.2, Proposition 5.4 and Lemma 4.12 that:

Corollary 5.5. The spectral action for the simplified Dirac operator (62) coincide with the

one for the full Dirac operator (11) up to terms, which vanish at Λ → ∞; that is, which are

negligible for high energy scales.

5.2 On the fluctuations of spectral action

In this section we shall investigate how fluctuations of the Dirac operator, D → DA = D +A,

affect the spectral action when A =
∑

i ai[D, bi], for ai, bi ∈ A, is a selfadjoint one-form. The

perturbation of the square of the Dirac operator, XA := D2
A − D2 = DA + AD + A2 is of
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order one (XA ∈ op1, compare Lemma 3.4). We always may assume that ‖XA D−2‖ < 1 by

changing A into ǫA for a small enough ǫ > 0: indeed, observe first, using (26) that

XAD−2 = DAD−2 + AF |D|−1 + A2D−2, and DAD−2 = χ−1FA|D|−1 + O(|D|0) D−2,

so XA D−2 is a sum of bounded operators.

By dilation, ‖XǫA D−2‖ ≤ ǫ‖DAD−2‖ + ǫ‖AF |D|−1‖ + ǫ2‖A2D−2‖, so for ǫ < ǫA where ǫA is

defined by ǫA‖DAD−2 + AF |D|−1‖ + ǫ2A‖A2D−2‖ = 1, and we get

‖XǫA D−2‖ < 1, ∀ǫ < ǫA . (77)

Theorem 5.6. For any fluctuation DA of the Dirac operator D by a small enough A (i.e.

‖XA D−2‖ < 1), the heat kernel expansion of DA is the same as that of D up to terms, which

vanish at t = 0. Consequently, the leading terms of the spectral action (that is, the terms,

which do not vanish in Λ → ∞ limit) do not depend on A.

Proof. We shall begin by investigating |DA|−s. Using x−s = sin(πs)
π

∫ ∞
0

µ−s

x+µ
dµ for 0 < R(s) < 1

and the functional calculus, we obtain:

|DA|−s = sin(πs/2)
π

∫ ∞

0

µ−s/2

D2
A

+µ
dµ, for 0 < R(s) < 1. (78)

The operator XA of order one will be used in the power series expansion of (D2
A + µ)−1.

Since A is small enough,

(D2
A + µ)−1 =

(
(1 +XA(D2 + µ)−1) (D2 + µ)

)−1
= (D2 + µ)−1

∞∑

n=0

(
XA(D2 + µ)−1

)n

= (D2 + µ)−1 + (D2 + µ)−1
∞∑

n=1

(
XA(D2 + µ)−1

)n

and by (78)

|DA|−s = |D|−s + sin(πs/2)
π

∫ ∞

0
dµ µ−s/2 (D2 + µ)−1 Y, Y :=

∞∑

n=1

(
XA(D2 + µ)−1

)n
. (79)

Since

‖Y ‖ ≤
∞∑

n=1

‖XA(D2 + µ)−1‖n ≤
∞∑

n=1

(
‖XAD−2‖ ‖D2(D2 + µ)−1‖

)n ≤
∞∑

n=1

‖XAD−2‖n ≤ CA,

Y is a bounded operator. Thanks to the relation Y = XA(D2 + µ)−1 (1 + Y ), we get

∣∣∣∣Tr
( ∫ ∞

0
dµ µ−s/2 (D2 + µ)−1Y

)∣∣∣∣ =

∣∣∣∣Tr
( ∫ ∞

0
dµ µ−s/2 (D2 + µ)−1XA(D2 + µ)−1(1 + Y )

)∣∣∣∣

≤ ‖1 + Y ‖
∫ ∞

0
dµ µ−s/2 Tr

(
|(D2 + µ)−1XA(D2 + µ)−1|

)
.
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For a positive trace-class operator U and a selfadjoint unbounded operator V , we have

Tr |UV U | = Tr |U(V+ − V−)U | ≤ TrUV+U + TrUV−U = TrU |V |U = Tr |V |U2.

thus

Tr
(
|(D2 + µ)−1XA(D2 + µ)−1|

)
≤ ‖XA|D|−1‖ Tr |D|(D2 + µ)−2

≤ ‖XA|D|−1‖ min
(

Tr |D|−3, 1
4µ

Tr |D|−1
)

using for the last inequality either (D2 + µ)−1 ≤ D−2 or D2 + µ ≥ 2
√
µ |D|.

Let µ0 be defined by Tr |D|−3 = 1
4µ0

Tr |D|−1. Then, gathering all inequalities,

∣∣∣∣ Tr
(

sin(πs/2)
π

∫ ∞

0
dµ µ−s/2 (D2 + µ)−1Y

) ∣∣∣∣

≤ ‖1 + Y ‖ ‖XA|D|−1‖
∣∣∣ sin(πs/2)

π

∣∣∣
[

Tr |D|−3
∫ µ0

0
dµ µ−s/2 + Tr |D|−1

∫ ∞

µ0

dµ µ−s/2 1
4µ

]

= ‖1 + Y ‖ ‖XA|D|−1‖
∣∣∣ sin(πs/2)

π

∣∣∣
[
Tr(|D|−3)

2µ
−s/2−1
0

2−s
+ Tr(|D|−1)

µ
−s/2
0

2s

]
.

Since the right hand side of last equality is regular function of s for 0 ≤ R(s) < 2, the use of

(79) gives

ζDA
(s) = ζD(s) + a regular function of s for 0 ≤ R(s) < 2.

Both ζDA
(s) and ζD(s) are regular for R(s) > 0, so if they difference is regular at R(s) = 0,

the poles on the imaginary axis are identical for both functions. Therefore, in the heat trace

the expansion (53) the terms that arise from R(α) = 0 coincide in both cases and the heat

trace expansion is identical up to terms which vanish at t = 0. Similarly, in the spectral

action expansion (68) the terms in the sum over α ∈ Sd1 = −2N+ i 2π
log q

Z with R(α) = 0 are

the same, so the spectral action asymptotics is identical for D and DA up to terms, which

vanish at Λ → ∞.

6 Conclusions

The study of the spectral triple over the standard Podleś sphere has brought a richness of

surprising results. Having left the world of classical or almost classical Dirac operators, we

find new and interesting phenomena. Let us summarize the most important ones:

• The spectral zeta-function ζD is not regular at 0 and has poles at an infinite square

lattice of points in the left half of the complex plane.

• The dimension spectrum can be computed despite of the lack of regularity and contains

second order poles.
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• The heat trace has a computable exact expansion, not only asymptotic for t > 0.

• The leading term of the heat-trace expansion is log2 t (and, consequently, the large

Λ-expansion of spectral action is log2 Λ).

• The heat-trace is oscillatory in t (and, consequently, the spectral action is oscillatory

in Λ) due to complex poles in the dimension spectrum.

• The leading parts of the spectral action do not depend on small perturbations of the

Dirac operator.

Each of the above listed phenomena is a new one, at least in the context of spectral triples

and raises a lot of questions. First of all, the behavior of the zeta-function resembles that

of zeta functions for fractals. Although that similarity might prove to be superficial only, it

is certainly worth further investigations. The appearance of log terms in the heat-trace and

spectral action suggests, on the other hand, the existence of singularities [36]. It would be

interesting to find more common features of this type. Finally, as the heat-trace is an exact

formula it would be interesting to characterize the family of operators, for which the exact

formula (of the type, which we found) is possible.

The coefficients of the heat-trace expansion are, in the case of classical Riemannian ge-

ometry, expressed in terms of geometrical objects. As we are dealing with a 0-dimensional

spectral triple, no usual geometrical objects can be identified in that way. However, the sta-

bility of the leading terms with respect to small perturbations of the Dirac operator suggests

that they also carry some information about the object in question and its geometry, and it

would be very interesting to identify them.

Moreover, the spectral action appears to have an absolutely undesired feature, as it in-

cludes oscillating terms. It is doubtful whether such behavior is admissible from the physical

point of view, and what possible consequences it would signify.

Finally, let us mention that the q → 1 limit cannot be easily recovered from the obtained

heat-trace formula. The heat kernel expansion diverges for q → 1 and the reason is that the

analytic continuation of ζD simply does not hold for q = 1. This situation already appeared

in SUq(2) case [30].

Appendix

The class C of functions f = L(φ) has a non empty intersection with the Schwartz space

S(R+), so we could restrict to the case where fα,k = 〈φ,L(ηα,k)〉 = 〈ηα,k, f〉, for f ∈ S(R+)∩ C
and some distributions ηα,k ∈ S ′(R+) to get the coefficient of (68) directly in terms of f .

Thus here we compute the intrinsic distributions ηα,k .
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Let us first fix notations:

F ∗ G stands for convolution of distributions F and G, F ∗n = F ∗ F ∗ . . . ∗ F︸ ︷︷ ︸
n

with the

convention F ∗0 = δ. The Euler gamma constant is denoted by γ, Fp denotes the Hadamard

finite part [22], Θ is the Heaviside step function and H(k) =
∑k

m=0
1
m

is the k-th harmonic

number.

The following set of lemmas give the exact formulas for distributions ηα,k for any α ∈ C

and k ∈ N.

Lemma A.1. For k ∈ N and α ∈ C\ −N, the inverse Laplace transform ηα,k of the function

s ∈ R+ 7→ s−α logk s reads

ηα,k(t) = (−1)k dk

dαk

(
tα−1

Γ(α)

)
, t > 0. (A.1)

Proof. Let us first assume R(α) > 0 and compute the Laplace transform:

L
(

dk

dαk

(
tα−1

Γ(α)

))
(s) =

∫ ∞

0
dt dk

dαk

(
tα−1

Γ(α)

)
e−st = dk

dαk

∫ ∞

0
dt tα−1

Γ(α)
e−st = dk

dαk s
−α = (−1)ks−α logk s.

Now assume that 0 > R(α) > −1. Then we make use of the general formula, which holds

for any distributional Laplace transform [22]: F (t) = L−1(f(s)) ⇒ t F (t) = L−1
(
− d

ds
f(s)

)
.

For f(s) = s−α logk s we have

L−1
(
− d

ds
f(s)

)
= αL−1

(
s−α−1 logk s

)
− kL−1

(
s−α−1 logk−1 s

)

= (−1)kα dk

dαk

(
tα

Γ(α+1)

)
+ (−1)kk dk−1

dαk−1

(
tα

Γ(α+1)

)

= (−1)k dk

dαk

(
α tα

Γ(α+1)

)
= (−1)k dk

dαk

(
tα

Γ(α)

)
.

Hence, by making use of the standard analytic continuation of the Γ function, we have

obtained (A.1) for 0 > R(α) > −1. Iterating this procedure, we can proceed to arbitrary

low R(α), so the formula (A.1) is well defined for arbitrary α ∈ C \ −N.

Let us remark, that since α is complex number, the Laplace transform of s ∈ R+ 7→ s−α logk s

is also a complex valued function.

It is known that Fp
(

Θ(t)
t

)
= d

dt

(
Θ(t) log t

)
[22, (2.75)] and in fact

Lemma A.2. The distributional inverse Laplace transform of s ∈ R+ 7→ Θ(s) logk s where

k ∈ N is given by

L−1
(
Θ(s) logk s

)
(t) = (−1)k

[
(1 − δk,0)

k∑

j=1

(
k
j

)
γj−1

[
Fp

(
Θ(t)

t

)]∗j
+ γk δ(t)

]
, t > 0. (A.2)

Proof. By definition, the Laplace transform of the distribution F is L(F )(s) = 〈F (t), e−st〉,
so L

(
Fp(Θ(t)

t
)
)
(s) =

∫ 1
0

e−st−1
t

dt+
∫ ∞

1
e−st

t
dt = −γ − log s. Thus (A.2) is obtained for k = 1

by L
(

Fp(Θ(t)
t

) + γ δ(t)
)
(s) = − log s since s > 0. Using L−1(fg) = L−1(f) ∗ L−1(g), we get

L−1(Θ(s) logk s)(t) = [L−1(Θ(s) log s)]∗k(t).

The formula (A.2) follows from δ ∗ f = f ∗ δ = f and the standard binomial expansion.
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Lemma A.3. We have the following formula for the distributional derivative of Fp
(

Θ(t)
t

)
:

dn

dtn
Fp

(
Θ(t)

t

)
= (−1)nn! Fp

(
Θ(t)
tn+1

)
−H(n) δ(n)(t). (A.3)

Proof. We should proceed by induction on n by making use of the following formula [22,

(2.76)]

d
dt

Fp(Θ(t)
tk ) = −k Fp( Θ(t)

tk+1 ) + (−1)k

k!
δ(k)(t). (A.4)

The first step for n = 1 follows directly from (A.4) for k = 1. Now, assume n > 1 and

suppose (A.3) is satisfied for n− 1. Then we have

dn

dtn Fp(Θ(t)
t

) = (−1)n−1(n− 1)! d
dt

Fp(Θ(t)
tn ) −H(n− 1) δ(n−1)(t)

= (−1)nn! Fp( Θ(t)
tn+1 ) − 1

n
δ(n)(t) −H(n− 1) δ(n)(t)

= (−1)nn! Fp( Θ(t)
tn+1 ) −H(n) δ(n)(t).

Lemma A.4. The distributional inverse Laplace transform η−n,k of s ∈ R 7→ Θ(s) sn logk s

where n ∈ N and 0 6= k ∈ N is given by

η−n,k(t) = (−1)k+nn!
k∑

j=1

(
k
j

)
γj−1

j∑

i=1

(−1)i+1 H(n)i−1 Fp
(

Θ(t)
tn+1

)
∗ [Fp

(
Θ(t)

t

)
]∗(j−i)

+ (−1)k[γ−1
(
(1 − γ H(n))k − 1

)
+ γk] δ(n)(t), t > 0. (A.5)

Proof. L−1
(
Θ(s) sn logk s

)
(t) =

(
L−1(Θ(s) logk s) ∗ L−1(sn)

)
(t), in which L−1(sn)(t) = δ(n)

and L−1(Θ(s) logk s)(t) is given by (A.2). Since δ(n) ∗ T = DnT , where D denotes the

derivative operator and Dn(T ∗j) = (DnT ) ∗ T ∗(j−1) we should proceed by induction on j.

We claim that for n ≥ 1, j ≥ 1,

dn

dtn

[
Fp(Θ(t)

t
)
]∗j

= (−1)nn!
j∑

i=1

(−1)i+1H(n)i−1 Fp( Θ(t)
tn+1 ) ∗

[
Fp(Θ(t)

t
)
]∗(j−i)

+ (−1)j H(n)j δ(n)(t). (A.6)

The first step j = 1 is just the formula (A.3). Now assume (A.6) is satisfied for j − 1, then

with the help of the formula (A.3) we deduce

dn

dtn

[
Fp(Θ(t)

t
)
]∗(j)

= dn

dtn

[
Fp(Θ(t)

t
)
]

∗
[
Fp(Θ(t)

t
)
]∗(j−1)

= (−1)nn! Fp( Θ(t)
tn+1 ) ∗

[
Fp(Θ(t)

t
)
]∗(j−1) −H(n) dn

dtn

[
Fp(Θ(t)

t
)
]∗(j−1)

= (−1)nn! Fp( Θ(t)
tn+1 ) ∗

[
Fp(Θ(t)

t
)
]∗(j−1)

−H(n)(−1)nn!
j−1∑

i=1

(−1)i+1H(n)i−1 Fp( Θ(t)
tn+1 ) ∗

[
Fp(Θ(t)

t
)
]∗(j−i−1)

−H(n)(−1)j−1H(n)j−1 δ(n)(t)

= (−1)nn!
j∑

i=1

(−1)i+1H(n)i−1 Fp( Θ(t)
tn+1 ) ∗

[
Fp(Θ(t)

t
)
]∗(j−i)

(−1)j H(n)j δ(n)(t).
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Now, the formula (A.5) is obtained by combining (A.2) and (A.6). In the δ(n)(t) term of

(A.5) we have used the binomial expansion to compact the formula.
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